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ALGORITHM

Abstract. In recent years, computer image analysis has been developing
rapidly. In the field of medicine has been identified to a new level that has greatly
helped for the diagnostic system. There are many information systems in the
field of ophthalmology and cardiology. Advanced technologies not only
accelerate the work of doctors but also help to diagnose the disease in a timely
manner and prescribe the treatment. In this research paper was carried out an
analysis of the machine learning algorithm using a database of tomographic
images of blood vessels in the eye system. Were studied the used methods for
calculating several reasons in order to select a specific model, methods for
calculating its properties and advantages. The main goal of this research is that
doctors can not only check the current condition of the patient’s eye but also
diagnose certain diseases, such as diabetes and anemia.

Keywords: linear discriminant analysis, subretinal fluid segmentation,
level set, local Gaussian pre-fitting energy.

**k*

Anpatna. CoHFBI XbIJIIapbl CYpeTTepAl KOMIBIOTEPIIIK aHAJIU3 jKacay
KapKBIHIBl JAMBIT KeJe KaThlp. MeaunuHa calachlHAa JTUarHo3 KOk Kyheci
YIIiH KONTEereH KOMETiH THTi3y apKbUIbl jkKaHa JeHreire mbrrapiasl. Kasipri
TaHaa O(TAITBMOIIOTHS JKOHE KapAWOJIOTHS CajachlHIA aKIapaTThIK KyWenep
KenTen Kke3zaeceni. JlaMblFaH TEXHOJOTHsUIAD JOpIrepiepAiH KYMbBICTapblH
TE3/IETIN KaHa KOWMaill aypy »KarFlallblH €pTe aHBIKTall, €M TaralbIHAayFa
KeMekTecedl. by FRIIBIME Makanafa Ke3 >KyHWeciHAeri KaH TaMbIpJIapbIHBIH
TOMOTPAQUSITBIK CYPETTEPiH JEPEKKOPBIH KOJJaHa OTBIPBHIT MAaIIMHAIBIK
OKBITYJIBIH aJTOPUTMJIEPIHIH aHalu3l >kacalblHAbL. benrim Oip Monenbai
TaHAay]IbIH OipHerre cebenTepiH, OHBIH KaCHETTEPIH, Keoip
apTHIKIIBUIBIKTAPBIH KOHE MAaHBI3IBUIBIFBIH €CeNTey YILIIH KOJIIaHbUIATHIH
saicrepai 3epTreni. by 3epTTey KyMbICTapbIHBIH 0aCThl MaKcaThl A3pirepiep
©37ICpiHIH eMJIeTYIIiHIH KO31HIH Ka3ipri KarJalblH TeKcepin KaHa KoWMaid,
nrabeT )KOHE aHeMHUS CUSIKTBI OeJTiiIl O1p aypy >KylenepiHe AUarHo3 Kosl aybl.
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TyiiiH ce3aep: ChI3BIKTBIK AUCKPUMHMHAHTTBHIK TajAdy, CYHBIKTBIKTHIH
CyOpeTHHaJIbAbl CErMEHTALMSChI, ACHI'€H JKMBIHTBIFBI, >KEPrulikTi ['ayccThiH
aJIIbIH-aJ1a OPHATBLIATHIH SHEPTUSACHI.

*k*k

AHHoTauusi. B mocnennue rofpl KOMOBIOTEPHBIA aHANN3 U300paskeHHH
pa3BuBaeTca ObICTpbIMM TemmaMu. B o6mactu MeaumuHbl ObUI BBIBEJEH Ha
HOBBI yPOBEHB, OKa3aB OOJIBIIIYIO TOMOIIb JUIs THarHOCTUYECKO# cructeMbl. Ha
CETOJHSAIIHUN JIeHb CYILECTBYET MHOXXECTBO HH(MOPMALIMOHHBIX CHCTEM B
o0acTi 0PTaTBLMOJIOTUU M KapauoJjoruu. IlepeioBble TEXHOIOTUU HE TOJIBKO
YCKOPSIIOT paboTy Bpaueil, HO U IIOMOIal0T CBOEBPEMEHHO JAMAarHOCTHPOBATh
3a0oJeBaHNEe U Ha3HAuYaTh JieueHue. B manHON Hay4HOH cTaThe ObUT BHIOIHEH
aHaJIU3 AITOPUTMa MAIIMHHOIO OOYUYeHMsI C HUCHOJIb30BaHHMEM 0a3bl JAHHBIX
TOMOTpapUUECKUX M300paKEHUH KPOBEHOCHBIX COCYIOB B TJIA3HOW CHCTEME.
bbun M3y4yeHsl UCIOJIB3yEMBIE METOMABI AJI pacueTa HECKOJbKHX IPUYUH B
LEJIAX BBIOOPAa KOHKPETHOW MOJIEINH, a TAK)KE METOIBI JIJISl pacueTa ero CBOMCTB
U METOIbl JJI pacueTa HEKOTOPBIX IMPEMMYILECTB M 3HAaYMMOCTH. OCHOBHas
Lelb 3TOr0 HCCIENIOBAaHUS COCTOMT B TOM, YTO Bpayd MOIYT HE TOJIBKO
IIPOBEPUTH TEKYILEE COCTOSHME TIja3a IallueHTa, HO M JUarHOCTHPOBAThH
orpeieNieHHbIC 3a00JIeBaHMUs, TAKUE KaK JHa0eT M aHeMUSI.

KuroueBble cj10Ba: JTMHEHHBIM AUCKPUMHUHAHTHBINA aHAIN3, CETMEHTALU
CyOpeTHHaIbHOW KHUJAKOCTH, HabOp YpOBHEH, JOKajbHas IayccoBa SHEpPrUs
IIPEIBAPUTEIIBHOMN MOATOHKH.

Introduction

Linear Discriminant Analysis (LDA) are methods used in statistics,
pattern recognition and machine learning to find a linear combination of
characteristics which describes or splits two or more classes of objects. The
resulting combination may be used as a linear classifier. LDA is closely related
to Principal Component Analysis (PCA) [2] for both of them are based on linear
and matrix multiplication, transformations. In case of PCA, the transformation
is based on minimizing mean square error between original data vectors and data
vectors that can be estimated for the reduced dimensionality data vectors and the
PCA does not considers any difference in class. However, for LDA the
transformation is based on maximizing a ratio of “between-class variance” to
“within-class variance” to lower data variability in the same class and increasing
the separation between classes.
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Main part
To find out LDA, we need to aware what is the “between-class variance”
and “within-class variance”. Then we have to maximize the ratio between these
two. Assume we have a set of D-dimensional samples

X = {xl,xz,..., xm}, N, (1)

of which belong to class C1and N2 belong to class C». In our case, class C1
is fluid associated region, and class C.is outer region, respectively. For this case
we also assume the mean vector of two classes in X space:

1 i
U = D, X
‘ (2)
where k=1,2, and in y space:
_ i 1 eT i eT
Uy _N_Zieck y _N_Z:ieck =0 U
k k (3)

where k=1,2. One of the ways to define a measure of separation between
two classes is to choose the distance between the projected means, which is iny
space, so the between-class variance is:

ﬁz - ﬁl = HT(ﬁZ - ﬁl) (4)
and within-class variance for each class Cj, is:
§12< = Zieck(yi - ﬁ-k)z (5)

Final Fisher criterion in terms of some measure scatters as following:

.
0's, 0 ©)

where
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Sg = (uz _ul)(uz _ul)T @)

Sw :Zk Z:ieck (Xi —ukXxi _uk)T (8)

The easiest way to maximize the object function J is to derive it and set it
to zero.

00 00

23(9) a[aTsBe]
0'8,0) (g

By solving above equation we get the direction of the g, which is the:

'8, (U, ~uy)  (10)

Intensity inhomogeneity phenomenon presents a systematic change on
intensities of both object and background and usually manifests itself as a
smooth spatially varying function across the image [3]. A novel region based
model is proposed to segment image with intensity inhomogeneity. The model
consists of three components: linear discriminant analysis, region scalable fitting
energy and regularization term of the level set function. The local discriminant
analysis is used to classify pixels to background and foreground, while energy
functional and regularization term are used to differentiate the image differences
between the foreground and the background of an object, and iteratively evolve
the initial contours. According to above analysis, new feature space obtained by
linear discriminant analysis can be incorporated into the LBF energy functional
to assist in image segmentation. So the final energy functional can be expressed
as:

£t = 37 1K Gy )= 6008 + e (v)-u Gof” b e

where « is nonnegative constant and Y () is a new feature space obtained from
EQ.(1). « is a parameter of linear discriminant analysis (LDA) term, it used to
balance the effects of LDA term.f;(x) and u;(x) denote the intensity means for
the image I(x) and Y (x), accordingly. By combining the regularization term
and energy functional, the final fitting energy functional is given by:
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E(9)=E™ 4 1P(9) 1)

E(¢) is minimized with respect to the functions f;(x) and y; (x), which
satisfy the following:

[ K, 0 y)H By (v )dy
JROPRGO g

fi (X) =

j K, (x y)H, (¢(y))dy 14)

Keeping f; (x) and u; (x) fixed, E(¢) is minimized with respect to ¢, resulting
in the evolution formula of the level set function ¢:

%:_W{%_QZMN[%B { . d'{WZD (15)

e, = [K, (Y1 ()~ £, (X +av (y)-u, (x)F iy, i=1,2 (16)

where 6 (¢) is the derivative of the function H(¢), div(.) denotes the
divergence operator, and e;(x) simultaneously quantifies the image difference
between foreground and background for the original image. In contour
evolution, the level set function ¢ was initially assigned to a positive constant
1 outside a region and -1 inside. o was assigned to 25 to balance the
convergence rate and computational efficiency. At and u were related by At *
u = 0.1 to satisfy the Courant Friedrichs Lewy (CFL) condition for numerical
stability [4] and they were set At = 0.1, u = 1, respectively. The parameter v
was set v = 0.007 x 255 x 255.
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Fig. 1 gives the preview of our system. Automated initialization stage
targets to find candidate fluid zone by estimating region of interest. Then level
set method with Linear Discriminant Analysis is applied to segment subretinal
fluid.

......................................................................................................................................................................................
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Fig. 1 Overview of proposed method
Result

The developed linear discriminant analysis is used to construct the intensity
fitting term |y () — u; (x)|?- This causes that the proposed method has potential
for handling intensity inhomogeneity and avoiding unnecessary contour
evolution in segmentation by classifying image information to foreground and
background, respectively. To demonstrate the performance of the proposed
method, 23 longitudinal SD-OCT cube scans from 12 eyes of 12 patients
acquired with the Cirrus OCT device (Carl Zeiss Meditec, Inc., Dublin, CA)
were used in which all the subjects were diagnosed with CSCR with only NRD.
Fig. 4.2 and Fig.4.3 demonstrates the performance of proposed model to segment
NRD associated subretinal fluid. In a qualitative comparison (Fig. 4.2), the
proposed method provided a smooth boundary of the fluid region, while the
LPHC and SS-KNN method do not guarantee the smoothness of the contour.
The LPHC method suffers from a strong label propagation constraint. If the
retinal structure changes dramatically, the regions might be segmented
(delineated by the dashed yellow ellipse).The automatic layer segmentation is
not always correct, which may result in failure of layer segmentation method
results, because of NRD which affects to retinal layer structure. Our model
surpasses other state-of-art methods and generates the segmentation results
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similar to the ground truths. The results in Table 1 summarize the PPV and DSC.
Overall, the proposed method is capable to produce a higher segmentation results

without utilizing any layer segmentation results.

' -

Table 1. To summarize the quantitative findings (mean + standard
deviation) between the segmentations and the manual gold standards
(segmentations of two individual experts).

Fig. 2 Flowchart of processing

Method Expert 1 Expert 2
S PPV DSC PPV DSC
. LPHC[ 5461123 64.349. 54.8+11 64.7+£9
SS- 85.1+3. 90.8+2. 84.9+3
KNN [22] 90.9+3.8
" FLSCV 850463 77.9+20 85.8+6. 78.4+1
CMF 92,042 4 92.9+1. 93.0+2. 93.3+1
[23]
- EFD 92.043.8 92.743. 93.144. 93.6+3
Propos 95.52+0.0 93.79+1 96.59+0 94.4+1
ed 13
Conclusion

In summary, we report a fully automatic method for the segmentation of
subretinal fluid. Our framework can handle intensity in homogeneity which can
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be seen in B-scan images. Compared with the other existing methods, the
advantage of our method as follows: firstly, this method limits the spatial extent
of the fluid region in B-scans by incorporating region of interest and thus
improves the segmentation performance. Second, the experimental results reveal
that two-stage automatic framework is robust to possible errors of automatic
layer segmentation compared with SS-KNN method. Furthermore, linear
discriminant analysis based level set segmentation can provide a smooth
boundary of the subretinal fluid.
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