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INTRODUCE PREDICTIVE ANALYTICS USING THE NEXT BEST
ACTION (NBA) MODELS INTO THE BANKING SYSTEM

Abstract. NBA - is an approach in which each client is initially
considered purely individual. It has a close correlation with Predictive analysis.
Predictive or prognostic analytics is a set of techniques and methods for
analyzing data to build a forecast of future events. The banking system is
currently using the method to obtained certain business results from its
customers and has increased loyalty, increased income, found new growth
points, etc. The classical model of marketing was rather different, it repelled
from its existing product line and its parameters. But new models repels from
customer’s inclination to purchase a particular product. The aim of this project
Is to investigate the field of deposit accounts of the banking system by using
NBA approach and to show the benefits and possible outcomes. This approach
was tested on various aspects of the banking system and showed a number of
solutions which can predict the probability of a customer to create a term deposit
account.

Keywords: Next Best Action, Predictive analysis, mplementation,
Banking System, Term Deposit, Predictive analysis.

**k*

Anaatna. NBA - Oyn op kiMeHT OacTamkbiga >KeKe TYJIFa OOJIbII
caHaJaThlH Tocll. bommkamIbIK TangaymeH ThIFbI3 OailnaHbic 6ap. bomxanabt
Hemece OOoJKaMIbIK aHAJIMTUKA - OyJ1 Ooalak OKUFalapiblH OOKaMbIH KYpY
YIIIH MONIMETTepAl Tajjay oJicCTepl MEH OAICTepiHIH JKUBIHTBIFBI. Kasipri
yakpITTa OaHK *Kyleci 3 KIMeHTTepiHeH Oenritl 6ip OM3HEeC HOTIDKENEPIH ally
OMICIH KOJJIaHaJbl JKOHE aJalJIBIKThl apTTHIPABI, KIPiCTI YIFAUTTHI, KaHA ©Cy
HYKTEJIEpIH TamnThl >KOHE T.C. MApKETHHITIH KJIACCHKAJBIK MOJAENl MYJJAeM
e3rere OOJIIbI, OJ1 ©31HIH KOJJIAHBICTaFbl OHIMI MEH MapaMeTpiiepiHeH e3rele
60mnb1. bipak *aHa MozieIbAep TYTHIHYIIBIHBIH Oeriii 61p eHIM/I1 CaThII alyFa
nereH OediMauririHeH apeuitagbl. byn skobaneiH Makcatel - HBA Tocinin
KOJIJlaHa OTBIPBII, OAHKTIK KYHEHIH AEMO3UTTIK IIOTTAphl CaJlaChlH 3€pTTEy
YKOHE OHBIH apTHIKIIBIIBIKTAPhl MEH MYMKIH HOTIDKENIEpiH KepceTy. by tocin
0aHKTIK XYHEHIH OpTYpsl acrekTiiepi OOWBIHINA CHIHAIIBI JKOHE KIMEHTTIH
Mep3iMJIi JeTMO3UTTIK HIOTTHI KYpPY BIKTUMAIIBIFBIH OOJDKANTBIH OipKaTap
HIenrMaepi KOPCeTTi.
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Tyiiin ce3mep: Next Best Action, Gomkamabl Tangay, eHrily, OaHK
JKy#eci, Mep3iM/Ii cabiM, OOJDKaM/IbI TalIay.

***k

Annoramusi. NBA - »3T0 moaxoa, mpu KOTOPOM KaKIbI KIHUEHT
M3HAYaJIbHO CUUTAETCS CYry0O MHIUBUYAIbHBIM. JTO UMEET TECHYIO CBA3b C
MPOTHO3HBIM aHAJIU30M. [IporHo3upyronias uin NporHocTUYecKasi aHaJIMTHKA -
3TO HA0Op METOJ0B U METOJOB aHAIM3a JaHHBIX JUIsl COCTaBJICHUS MPOTrHO3a
Oynymmx coObITHA. BaHKOBCKas cucTemMa B HACTOSIIEE BPEMS HCIIOJIb3YET
METO/T JIJIsl TIOJYYSHUS ONIPEICIICHHBIX OM3HEC-Pe3yIbTaTOB OT CBOMX KIIMEHTOB
Y MMEET MOBBIIICHHYIO JIOSIIbHOCTh, YBEITMUYEHHBIN J10X0/l, HallZIeCHHbIE HOBbIE
TOUYKH pocTa u T.1. Kilaccuueckast MoJienb MapKeTHHra Obljla HECKOJIBKO MHOM,
OHa OTTAJIKMBAJIACh OT CYLIECTBYIOIIEH JIMHENKN MPOAYKTOB U €€ IMapaMeTpoB.
Ho HoBbIE MOIEnM OTTANKUBAIOT OT CKIOHHOCTH IIOKYIATess MOKYINaTh
KOHKPETHBIN ToBap. L{enbpi0 JTaHHOTO IpOeKTa SIBIISICTCS HCCIIeJOBaHNEe 00J1acTH
JIETIO3UTHEIX CYETOB OAHKOBCKOM CHCTEMEI C MCITOJIb30BanueM mmoaxona HbA u
JEMOHCTpAIMs IPEUMYIIECTB U BO3MOXKHBIX PE3yNbTAaTOB. JTOT MOJXOA ObLI
onmpoOOBaH B Pa3IUYHBIX ACHEKTaX OAHKOBCKOW CHUCTEMBI W TOKa3all DS
peLIeHn, KOTOpPbIE MOT'YT IIPEACKA3aTh BEPOATHOCTh TOTO, YTO KIMEHT CO3/1aCT
CPOYHBIN JIETIO3UTHBIN CYET.

Kurouesble ciioBa: Next Best Action, mporHO3HBIN aHANIN3, BHEJPEHUE,
0aHKOBCKasi CUCTEMA, CPOUYHBIN JIETIO3UT, TPOTHO3HBIE aHAIU3HI.

Introduction

The theme of emotion and customer experience has been worrying
bankers for quite some time. The tightening of regulations and requirements
prompted banks to look for new sources of competitive advantage, in the US for
example, 92% of millennials claim to have a lack of confidence in the traditional
banking system and increasingly use new services. Customer experience is an
indirect characteristic that translates into financial results of a bank through
customer loyalty, a desire to continue to serve all of them at the same bank even
in conditions of high consumer awareness and low switching costs to other
financial companies. 78% of bank managers around the world surveyed by the
IBM Institute for Business Value argue that customer engagement and
understanding customer's needs are key conditions for the best customer
experience and successful creation of new products and services.

Aim and objectives of the research

As a successful, the whole process of the research, find the dataset which
will contain attributes of Bank System. Then preprocessing data, which means
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replace empty fields or putting default value. A good result will be comparison
several prediction methods. Also it will be nice if each step can contain a pretty
graph. In the future go to practice with a big amount of data and using a stack of
technologies from Big Data tools.

Background of literature review

At the beginning of the research, have been found a couple of interesting
scientific papers which are a little be related to our topic, also some solutions
that are ready for use. There are several finished offers, from free to paid.

One of the companies in New Zealand used a lot of data for improving
credit scoring models. They construct a baseline model based solely on the
existing scoring features obtained from the loan application form, and a second
baseline model based solely on the new bank statement-derived features. A
combined feature model is then created by augmenting the application form
features with the new bank statement derived features [1].

Microsoft offers Veripark’s [2] Next Best Action (N.B.A.) is a leading
customer-centric technology that considers all the possible actions during a
customer interaction and recommends the next best one thereby increasing the
likelihood of positive response.

RapidMiner [3] is a software platform for analytics teams that unites data
prep, machine learning, and predictive model deployment, also one of the
solutions is Next Best Action. Their slogan is “One platform, does everything”,
they mean visual workflow, team collaboration, model management,
deployment and work with technologies like Hadoop and Spark.

Cloud Sense [4] platform has a good interface, tutorials and before using
it, you can see the demo version. For an organization that uses Salesforce, a most
popular CRM system, CloudSense easily can be integrated.

Pega [5] they’re a software solution called Pegasystems. Good company
with a couple of success cases. In the platform, they have Customer Decision
Hub, Intelligent Guided Selling, Contextual Next-Best-Action Marketing
Intelligent Guidance for Customer Service.

NGData [6] offers the solution of Next Best Action as a whole marketing
system. This decision is an excellent solution for the organization that works
with clients and they need a CRM System.

Jacada [7] prefer a flexible system for working with their platform. Also,
they have a nice intelligent chatbot. Their Agent Desktop is prime real-estate in
the bid to win and keep customers.

Also, early in this year, there was a good article [8], about how Sberbank
works with BigData and what kind of tools they are using. Their tools and
methods can be as good for a start.
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Methods and materials

The main tool to support this project was the Jupyter notebook, which
consists of various libraries for applying of the machine learning approach. Data
was collected from the open-sourced repository “UCI: Machine Learning
Repository” [9]. In this database were used 45211 instances and 21 attributes.

I.  Attribute Information - to some of them was presented detailed graphs
for better representation (Figure 1).
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Stage 3: Development of Predictive Model

After preprocessing data development of the model can finally start. Data
was divided into standard proportions: train - 0.8, test - 0.2
Here will be comparing several types of machine learning classifiers:

1. K Nearest Neighbors Classifier [10]

An object is classified by a majority vote of its neighbors, with the object
being assigned to the class most common among its k nearest neighbors (K is a
positive integer, typically small). If k = 1, then the object is simply assigned to
the class of that single nearest neighbor. K = will be choosing just brute-forcing
neighbors from 1 to 25, and getting categories where the accuracy of prediction
was tested. Thereby was selected an optimal number of neighbors.

2. Random Forest Classifier [11]

Random Forest Classifier is an ensemble algorithm. Ensembled
algorithms are those which combine more than one algorithms of the same or
different kind for classifying objects. Random forest classifier creates a set of
decision trees from a randomly selected subset of the training set. It then
aggregates the votes from different decision trees to decide the final class of the
test object. Basic parameters to Random Forest Classifier can be a total number
of trees to be generated and decision tree related parameters like minimum split
criteria etc.

3. Naive Bayes Classification [12]

Naive Bayes classifier calculates the probabilities for every factor ( here
in case of email example would be Alice and Bob for given input feature). Then
it selects the outcome with the highest probability.

Data and results

In this study were tested three types of classifiers. Random Forest
classifier showed 90.0% of accuracy, NaiveBayes has shown 85.0% and highest
among them is K Neighbors Classifier with remarkable 90.4% of accuracy.
During the study 22 neighbors were selected due to their high accuracy. In
comparison to more traditional methods of product-based marketing, this model
allows finding potential customers with high accuracy due to a predictive
selection of them (Figure 2).
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The optimal number of neighbors is 22 with 90.4%
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Figure 2. Selection of best numbers of neighbors

Discussion

In this paper, the NBA approach was presented and implemented into the
banking system cases. The proposed approach correlates between Marketing and
Data Science, to develop new models of working with clients. The performance
of the NBA method in comparison to more traditional methods has shown
remarkably well. In the future this might be used as the main model of working
with clients. This is significantly increasing the popularization of Data Science
among young developers and creates better ground for further investigation.

Conclusion
In this paper, the NBA approach was presented and implemented into the

banking system cases. The proposed approach correlates between Marketing and
Data Science, to develop new models of working with clients. The performance
of the NBA method in comparison to more traditional methods has shown
remarkably well. In the future this might be used as the main model of working
with clients. This is significantly increasing the popularization of Data Science
among young developers and creates better ground for further investigation.
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