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CONSTRUCT TO DETERMINE THE UNDERGRADUATE MAJOR
SELECTION FACTORS

Abstract. In this article, we review mathematics behind well-known
Principal Component Analysis from Linear Algebra implemented in various
applied fields. As an application, we develop a construct to measure factors that
affect college students in their major selection. This is a multilingual construct
given in three languages, namely Kazakh, Russian, and English. To this end, we
prepare a survey consisting of 27 Likert scale items in three languages and it is
conducted among 314 undergraduate students in Kazakhstan. For dimensionality
reduction, Principal Component Analysis is carried in python programming
language which resulted in 9 major scales with only 22 elements. The overall
reliability of the test is calculated to be 0,856. The nine scales are the effect of
Uniform National Testing, state grant affect, personal interest affect, skills
affect, occupation salary affect, teacher affect, external affect, university cost
affect, parent’s affect.
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Anparna. by makanazna 013 opTypJii KosaHOabl caanap/ia eHri3uires
CBI3BIKTBIK anreOpasaH OeNnrull Heri3ri KOMIOHEHTTI TajJayJblH apThIHIAFbl
MaTeMaTHKaHbl KapacTelpaMbl3. barmapmama perige 013  yHHBEpPCHUTET
CTYJEHTTEpIHE HETI3r1 MaMaHJbIK TaHJay Ke31HJIe 9cep €TeTiH (akTopiapibl
OIIICHTIH cayalHaMa >kacaliMbI3. byl yir Tinge, aTam aiTKaHAa Kaszak, OpbIC
KOHE aFBUINIBIH TIIACpiHAe OepinreH KenTinAl cayamHama. Ocbl MakcaTTa
aBTopnap yur Tinge 27 Likert mikamacelHaH TYpaTbliH cayalHama JaibIHIAIbI
xoHe oy Kazakcranmarel 314 cTymeHTTEep apachlHAa OTKI3UIAL. ONIIeMIUTIKTI
TOMEHIETY YIIiH Heri3ri KOMIOHEHTTIK Tanjay Python apkeuibl ecentemnminai,
HOTHOKECIH/IE 22 HET13r1 3JIeMEHTTEP/ICH TYPaThIH 9 1pi KOMIIOHEHTTEP aJIbIH/IBI.
Tecrtiy xanmsl ceHimainiri 0,856 kypaiiasl. ToFbI3 MIKaNagap: YITTHIK TECTLICY
HOTHOKECI dcepl, MEMJIEKETTIK T'PAaHT HOTUXKECI,’K€Ke KbI3bIFYIIBUIBIK 9Cepi,03
KaOiJIeTiHIH acepi, MaMaH/IBIKTBIH KaJlaKbIChl dcepi, MYFaJIiIMHIH acepi, CHIPTKbI
acep, YHUBEPCUTETTIH KYHBIHBIHBIH dCepi,aTa-aHaHbIH dcepl.

Tyiiin ce3nep: Herisri KOMOOHEHTTIK 9/IiC, (PaKTOPIIBIK 9/1iC, BAPUMAKC
alfHaJIBIMBI, CEHIMIITIK, MAMaH IBIK TaHIAy, KYPaCThIPY.
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AHHOTaNUA. B 3T0H cTaThe MBI paCCMATPUBAEM MATEMATHUKY, JIEIKALLYIO
B OCHOBE XOPOIIO M3BECTHOIO aHAIM3a IJIABHBIX KOMIIOHEHTOB M3 JIMHEHHON
anreOpbl, peann3yeMoll B Pa3IUYHBIX NPHUKIAAHBIX 00nacTsx. B kauecTBe
MPWIOKEHUs MBI pa3pabaThiBaéM KOHCTPYKLHMIO U1l M3MEpeHUs (PakTopoB,
BIMSIOUIMX Ha CTYJCHTOB YHUBEPCUTETa B MX IJIAaBHOM BbIOOpe. ITO
MHOTOSI3bIYHAsl KOHCTPYKLHUSA, IPEICTaBICHHAs Ha TPEX S3bIKaX, a UMEHHO Ha
Ka3aXxCKOM, PYCCKOM M aHTJuicKoM. C 3TOM IeNbi0 aBTOPHI MOATOTOBUIN
OTIPOC, COCTOSITUI U3 27 MyHKTOB KAkl JIalikepTa Ha TpeX sI3bIKax, ¥ OH ObLI
npoBeseH cpeau 314 crynenToB OakanaBpuara Kazaxcrana. [ yMeHbIICHHS
pPa3MepHOCTHOBLT MPOBEJCH aHAIU3 IVIABHBIX KOMIIOHEHT B Python, xotopsrit
npuBed K 9 OCHOBHBIM MacmTabaM ¢ TOJbKO 22 »3memeHtamu. OOmas
JIOCTOBEPHOCTh UCHBITaHUs, MO pacyeraM, coctapiseT 0,856. JleBsATh mIKam:
BJIIMSTHUE €IMHOTO HAllMOHAJIBHOI'O TECTUPOBAHMSI, BIMSHUE JIMYHOTO UHTEpECaA,
BIUSHUE TOCYJapCTBEHHOTO TpaHTa, BIUsSHUE 3apabOTHOM IUIATHI 1O
npodeccuu, BIMSHUE HABBIKOB, BIMSHUE NPENOJABaTelIsl, BIMSHUE BHELIHUX
(bakToOpoB, BIUSHUE CTOUMOCTH YHUBEPCUTETA, BIUSHUE POTUTEINCH.
KioueBble c10oBa: aHaiu3 TJIaBHBIX KOMIIOHEHT, (DaKTOpHBIA aHajm3,
Bapumakc - Bparienue, J0CTOBEpHOCTb, BEIOOD CIIEIUATH3AIIH, TOCTPOCHHUE.

1. Introduction

Linear algebra is a branch of mathematics that deals with system of linear
equations, vector spaces, linear maps and their properties. Matrices are one of
the building blocks of linear algebra. A numerical data consisting of m cases and
n variable entries for each case can be thought of as m X n matrix. This
representation enables us to carry various manipulations available to us from
linear algebra and interpret the results. When n is large, it often becomes difficult
to derive meaningful conclusions from the data. Principal Component Analysis
(PCA) is one of the widely used techniques from linear algebra that helps with
dimensionality reduction and makes it possible to extract hidden features of the
data (Sanguansat, 2012). Even though this is a century old method invented by
K. Pearson (Pearson, 1901), in its original form and in improved versions it is
still being used nowadays for handling various large datasets. Some of the
research areas where PCA is used include signal processing (Turan, et al., 2018),
genetics (Li, et al., 2019), quantitative finance (Avellaneda, et al., 2010),
neuroscience (Subasi, et al., 2010), and questionnaire development (Brown,
2010).
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Our goal in this article is to review mathematics behind this powerful tool and
show how it can be applied in developing a construct that measures factors
influencing students’ major selection. There are various questionnaires are used
in the literature to analyse factors related to major selection. Factors such as
Interest in major, Peer pressure, Family pressure, Academic ability, Major’s
reputation, Job availability, Job salary, Major’s prestige, Public sector job,
Private sector job were analyzed in (Aldosary, et al., 1996) from 447 students of
King Fahd university and Job availability, Salary, social status and prestige were
found to be the main affecting factors in that order. Another study was carried
with 111 participants to investigate college students’ academic major declaration
(Galotti, 1999). An exploratory factor analysis was carried by Sarwar et al,
(2015) to analyse the variables affecting the specialization selection of 300
business graduates in Lahore resulting 6 main factors: academic factors, social
capital factors, future prospect factors, human capital factors, market demand
factors and finally job prospect factors. This 31-item construct is calculated to
have high reliability of 0.845. Another study was carried (Fizer, 2013) at the
University of Tennessee, Martin to determine the variables that influence
agriculture students’ choices in deciding their career path. The findings show
that the main variable (22%) is family influence followed by a factor “a career
that is personally rewarding” (21%).

In the next section, we provide the methodology used to develop our
construct. More specifically, we will brief on the participants and the
questionnaire conducted, and review the background information needed to
understand PCA methodology. The section 3 contains the application of PCA to
extract main factors via dimensionality reduction. The paper ends with
discussion and conclusion section where we interpret our findings and highlight
the possible future research directions.

2. Methodology
1.1. Participants and questionnaire
The main purpose of this study is an attempt to reduce the number of factors
and define main aspects of the resulted construct. The survey is prepared by
using various sources like (Singh Swapnika), (Sarwar, et al., 2015) and adapted
to the context of Kazakhstan. An online survey questionnaire is consisting 27
questions. The survey is prepared languages,namely Kazakh, Russian, and
English and send out to students from 16 universities within the country and
received 314 students participants. Students took as a sample through non
probability convenience sampling technique.First part of questionnaire is
directed to collect demographic data and items related to major selection were
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in the second part of the survey. Table 1 provides demographic information on
participants. The number of respondents in the Kazakh language is 109,in
Russian 93 and in English 112.

Table 1
Language Age group Gender University GPA
Kazakh 16-18y Male 3.5-4.0
34.7% 18.5% 45.9% 43.3%
Russian 19-21y Female 2.5-3.4
29.6% 42.7% 54.1% 46.2%
English 22-24y 1.5-24
35.7% 25.1% 9.55%
24-more 1.0-14
13.7% 0,95%

Most respondents are between 19-21 years old students. They took 42.7% (134
students) from total. However, 24 years or older than 24 years are 13.7% from
314 students. Students of the engineering speciality took part in the survey by
21.3% (67students) and it is the highest frequency of respondents. Then comes
students majoring in pedagogy and mathematics with 20% (63 students). The
minimum size of the surveyed participants are attended by journalists and fine
and applied art. They took only 1% (3 students from each).

Figure 1. Major distribution of participants
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Figure 2 provides information about the number of students surveyed by more
than 16 universities. The majority of respondents are students of SDU
university.Number of participants from SDU is 197.1n the second is KazNu with
28 participants, and the NU with 22. Small number of students from different
universities are counted as a one group with 26% from total.

Figure 2.University
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1.2. Instruments
Participants answered to questions by online form. Responses are evaluated

using the Likert Scale. Items are graded from 1 to 5 points. Accordingly, 1-
‘strongly disagree’, 2-‘disagree’, 3-‘neutral’,4-‘agree’,5-‘strongly disagree’.
The answers are translated into Kazakh and Russian languages accordingly with
this grading system.

In order to check the internal consistency of scale items, Chronbach alpha
reliability analysis is performed.

For dimensionality reduction factor analysis through Principal Component
Analysis is implemented with Varimax rotation. The Kaiser-Meyer OIlkin
sampling Adequacy index is a figure showing the proportion of variation in your
variables that could be caused by underlying factors.

Scree plot is used to plot eigenvalues of a data and to determine the number of
factors of principal components. By using the rotation methods such as
VARIMAX, we have additional tools which make easier the interpretation of the
factors, and which can thus improve the relevance of the results.

1.3. Principal Component Analysis
Principal component analysis (PCA) is a technique that is useful for the
compression and classification of data variables. The goal is to reduce the
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dimensionality of a data set (sample) by grouping the intercorrelated variables ,
possibly obtaining smaller than the original set of variables, that nonetheless
retains most of the sample’s information. A PCA is an application of linear
algebra where one rotates and shifts the coordinate axes to obtain more suitable
representation of data helpful for feature extraction one that presents important
information. PCA requires a small background of linear algebra. So, we now
discuss some basic concepts of linear algebra, in particular algebra (Lindsay,
2002) used to apply in PCA.
Basic Linear Algebra Review:

Eigenvectors and eigenvalues are important properties of matrices that are
fundamental to PCA.
Definition 1. Let A be an n X n real matrix. A complex number A is called an
eigenvalue of a matrix A if there exists an n dimensional non-zero complex
vector ¥, called an eigenvector, such that

AX = AX.
To determine eigenvalues one needs to solve the characteristic equation:

D(1) =det(A-Al)
By solving the equation for A, we will have eigenvalues A4,4,.. .By

substituting A's into the vector equation, we can obtain eigenvectors.
Eigenvectors belonging to different eigenvalues are easily seen to be linearly
independent. If a matrix is symmetric then in fact distinct eigenvectors are
mutually orthogonal. We now make these notions more clearer. Orthogonality is
important because it means that you can express the data in terms of these
perpendicular eigenvectors, instead of expressing them in terms of the x and y
axes. We will be doing this later (Lindsay, 2002).
Definition 2 : A mxn matrix A=[a,,a,.....a,] is said to be orthogonal:

. _(1 ifi=]j

4= { 0 otherwise

where each a,i=123...,n is a column vector of m rows.
Theorem 1: The inverse of an orthogonal matrix is it’s transpose (Shlens, 2014).
Definition 3 : A mxm square matrix A is said to be symmetric if A; = A;, i.e.,

ji ?
row index and column index are interchangeable: A" = A.
Theorem 2: For any mxn matrix of real numbers A ,m x m matrix A" Aand the

n x n matrix AA" are symmetric (Shlens, 2014).
Proof :

Let’s take the transposes of AA" We apply properties of transpose operation.
Then:
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(AAT)T — ATTAT :AAT

;
We repeat this analysis for AA.

(ATA)T =ATAT =ATA

Definition 4: A matrix A is said to be diagonalizable if there exists some E such
that A=EDE", where D is a diagonal matrix and E is some special matrix that
diagonalizes A. Additionally, if E is orthogonal, then A is said to be orthogonally
diagonalizable .
Theorem 3: A matrix is symmetric if it is orthogonally diagonalizable (Shlens,
2014).
Proof: Suppose A is orthogonally diagonalizable. Let us compute A7,

A" =(EDE") =E"'D'E" =EDE" = A
Hence, if A is orthogonally diagonalizable, it must also be symmetric
Theorem 4: If A is symmetric (meaning A" = A), then A is orthogonally
diagonalizable and has only real eigenvalues. In other words, there exist real
numbers A, ...A,(the eigenvalues) and orthogonal, non-zero real vectors

V5 ... ..... Uy (the eigenvectors) such that for each i=12.....n. (Jauregui, 2012):
AV, = AV,
Let A be a square n x n symmetric matrix with associated eigenvectors {e; } j-,
and E=[e..ccoooe . e,
Then:

Theorem 5: A symmetric matrix A is diagonalized by a matrix of its orthonormal
eigenvectors (Shlens, 2014).

Proof: This theorem asserts that there exists a diagonal matrix D such that
A=EDE'". Let A be any matrix, not necessarily symmetric, and let it have
independent eigenvectors e; (i.e. no degeneracy).

AE =[Ae,............ Ae ]1=[48........ A,n]=ED.

Since AE = ED, it follows that A=EDE™.
Calculation of PCA:
Step 1. Get some data
Suppose we take n individuals, and on each of them we measure the same m
variables. In this case, we say that we have n samples of m-dimensional data.
For the i—th individual, record the m measurements as a vector x, belonging to
R™ (Jauregui, 2012).
Step 2. Subtract the mean

Using notation from Step 1, we can store the mean of all m variables as a single
vector in R™:
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1
A== 4+ %)

For PCA to work properly, you should standardize the dataset.The mean
subtracted is the average across each dimension. It is common ‘re-centering’ the
data so that the mean is zero. It is working by subtracting mean i from each
sample vector x,. Let A be the m x n matrix whose i-th column is x, —
i (Jauregui, 2012):

A=[x—pl[%—ul

Then define covariance matrix.
Step 3. Calculate the covariance matrix

In mathematics and statistics, covariance is a measure of the relationship
between two random variables.Covariance is a measure of how changes in one
variable are associated with changes in a second variable. Covariance is always
measured between 2 dimensions. If you calculate the covariance between one
dimension and itself, you get the variance. So, if you had a 3-dimensional data
set (x,Y,2), then you could measure the mxn covariance between the x and y

dimensions, the x and z dimensions, and the y and z dimensions. In fact, for an

. . ! . .
n-dimensional data set, you can calculate (n_nz)'z different covariance values

(Lindsay, 2002). Formula for covariance matrix S (which will be m x m)
(Jauregui, 2012):

By Theorem 2, our S is symmetric. Since S is a symmetric matrix, it can be
orthogonally diagonalized by Theorem 3. This connection between statistics
and linear algebra is the beginning of PCA. The other point is that since
cov(a,b) =cov(b,a), the matrix is symmetrical about the main diagonal
(Lindsay, 2002).
Step 4. Calculate the eigenvectors and eigenvalues of the covariance matrix
Since the covariance matrix is square and symmetric, we can calculate
by Theorem 4 the eigenvectors and eigenvalues for this matrix. This is very
important for PCA.Apply the Theorem 4 , and let A, = --- > A,, = 0 be the
eigenvalues of S (in decreasing order) with  corresponding
€igq «ev vee ver e e . €igy Orthonormal — eigenvectors by theorem 5. These
eigenvectors are called the principal components of the data set (Jauregui, 2012).
Step 5. Choosing components and forming a feature vector
If you originally have n dimensions in your data, and so you calculate n
eigenvectors and eigenvalues, and then you choose only the first p eigenvectors,
then the final data set has only p dimensions. What needs to be done now is you
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need to form a feature vector, which is just a fancy name for a matrix of vectors.
This is constructed by taking the eigenvectors that you want to keep from the list
of eigenvectors, and forming a matrix with these eigenvectors in the columns
(Lindsay, 2002). .

Feature vector = (eig,,eig,,eigs, ...eigy)

Step 6. Deriving the new data set

This the final step in PCA, and is also the easiest. Once we have chosen the
components (eigenvectors) that we wish to keep in our data and formed a feature
vector, we simply take the transpose of the vector and multiply it on the left of
the original data set, transposed.

Final data = Row feature vector X Row data adjust

where Row Feature vector is the matrix with the eigenvectors in the columns
transposed so that the eigenvectors are now in the rows, with the most significant
eigenvector at the top, and Row data adjust is the mean-adjusted data (centered
data by Step 2) transposed, i.e. the data items are in each column, with each row
holding a separate dimension (Lindsay, 2002).
Final data will give us the original data solely in terms of the vectors we chose.
Our original data set had two axes, x and y, so our data was in terms of them. It
Is possible to express data in terms of any two axes that you like.If these axes
are perpendicular, then the expression is the most efficient. This was why it was
important that eigenvectors are always perpendicular to each other. We have
changed our data from being in terms of the axes x and y, and now they are in
terms of our 2 eigenvectors. In the case of when the new data set has reduced
dimensionality,we have left some of the eigenvectors out, the new data is only
in terms of the vectors that we decided to keep (Lindsay, 2002).
Step 7. Getting the old data back

Recall that the final transform which can be turned around so that, to get the
original data back:

RowDataAdjust = RowFeatureVector * x FinalData

However, when we take all the eigenvectors in our feature vector, it turns out
that the inverse of our feature vector is actually equal to the transpose of our
feature vector by Theorem 1. This makes the return trip to our data easier,
because the equation becomes:

RowDataAdjust = RowFeatureVector' x FinalData
However, to get the actual original data back, we need to add on the mean of that
original data. So, for completeness (Lindsay, 2002),
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RowDataAdjust = (RowFeatureVector’ x FinalData) + OriginalMean

3. Analysis and Results

In applying the Kaiser-Meyer-Olkin’s (KMO) overall measure of sampling
adequacy (MSA), a score of 0.850 is recorded which is in the acceptable range
based on a KMO overall MSA greater than 0.60 being considered acceptable, (
Tabachnick.B.G., 2013).Kaiser-Meyer-Olkin (KMO) Barlett’s test of sphericity thr
eshold is high and a high significant chi-square (\chi*2=2102.9 (1 d. p.), p<0.0
001).

Chronbach’s Alpha reliability was performed ,to check consistency of the sca
le items.Particular sample with the value of 0.856 Chronbach’s Alpha shows a
high level of internal consistency for our scale.

PCA finds principal components in descending order of variations explained.
The first components account for more variations than the later ones. The 1st
principal component accounts for the maximum amount of variations possible
in data, and the 2nd principal component extracts the maximum possible
variations in data after excluding what was explained by the 1st component.
Extractions can be done until all the by the last principal variations are accounted
for components. So, we decided to consider (Kaiser, 1960) the first 6 factors
which resulted in 27 Items. From the Table 2 Total Variance Explained it is clear
that the 49,97% of the variance is explained by the first six components.

Table 2.Total variance explained

PC# | Eigenvalue | % of Variance Exp | Cumulative %
1 5.951 22.04% 22.04%
2 2.485 9.20% 31.24%
3 1.472 5.45% 36.69%
4 1.327 4.92% 41.61%
5 1.217 451% 46.12%
6 1.041 3.86% 49.97%

A scree plot and a bar chart for the cumulated percentage of variance are
drawn in the same graph as shown on Figure 3 (Mulhern, et al., 1998).
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Figure 3. Principal Components
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The next analysis (Table 3) shows how factor loadings. Among the principal ¢
omponents (PCs), at the beginning only the first 6 are selected. The loadings m
atrix in output shows the relationship between old variables with new principal
components by calculating the coordinate of the old variables along the PC (pri
ncipal component) axes:

Table 3.Component matrix

PC1 PC2 PC3 PC4 PC5 PC6

1 0.182 -0.025 -0.127 0.184 0.137 0.53
2 0.376 -0.399 -0.33 -0.049 0.445 -0.084
3 0.426 -0.295 0.314 0.195 0.256 0.143
4 0.319 0.36 -0.148 0.396 0.291 -0.2
5 0.413 -0.259 0.382 0.175 0.059 -0.241
6 0.458 -0.108 0.459 0.173 0.243 0.138
7 0.432 0.214 0.059 -0.253 0.134 0.071
8 0.442 0.244 -0.471 0.029 0.216 -0.287
9 0.505 0.173 0.029 0.226 0.341 0.072
10 0.561 0.101 -0.132 0.011 0.218 0.118
11 0.553 -0.341 -0.197 -0.248 0.042 0.011
12 0.475 -0.176 -0.27 -0.092 -0.169 0.297
13 0.254 0.497 -0.161 0.15 -0.028 0.308
14 0.609 -0.253 -0.028 -0.22 0.024 -0.213
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0.548
0.726
0.695
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-0.187
0.308
-0.014
-0.019
-0.032
-0.262
0.009
0.02
0.314
0.117
-0.06
0.267
0.318

0.351
-0.216
-0.209
-0.173
-0.197

0.027

0.153

0.561

0.042
-0.215
-0.004

0.163
-0.289

-0.429
0.052
-0.223
-0.196
-0.246
-0.061
0.04
-0.388
-0.08
-0.089
0.004
-0.137
0.054

0.214
0.123
-0.126
0.022
-0.005
-0.227
0.004
-0.079
-0.084
0.077
0.156
-0.297
0.138

PCA often needs rotation for easier interpretation. The current we used the mo
st popular method called VVarimax rotation. Varimax orthogonal rotation tries to
maximize variance of the squared loadings in each factor so that each factor has
only a few variables with large loadings and many other variables with low loa
dings (Singh Swapnika), Only loadings greater than |0.40| are considered. Results o
f Varimax rotation is shown on Table 4. From rotated component matrix, we e
liminated questions 7,10,13,21,26 (Appendix 1) with lowest loadings. We obtai
ned components with a Chronbach’s alpha greater than 0,6.Components 1,2,3 a
re satisfied to condition. We considered each elements in components 4,5,6 sep
arately, because these components reliability scale less than 0,6.

Table 4. Rotated Component Matrix

1

Component
3 4

5 6

19.Alumni's presentations influenced my 0,68

choice

18.Presentations of currently enrolled

students made a great impact in my

choice

11.My relatives affected my choice

14.1 wanted to follow my parents’

footsteps

24.0pinions of my peers affected my

selection

2
0,67
0

0,64
7
0,62
8
0,61
7
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17.1 was influenced by various
advertisement sources (e.g. news, social
media, etc)

12.University location can be considered
as a factor which affected my choice
25.Current situation in my family
affected my selection

6.1 was encouraged by a teacher because
I was good at my main subjects.
3.My high school career advisor
influenced my choice
5.My religious convictions influenced
the selection of my choice

23.My high school teacher asked me to
specialize in this field as it has high
demands nowadays
8.Upon graduation good salary affected
my choice
4.The job's accessibility affected my
choice

20.Prestige of profession affected my
selection
9.My academic performance at High
School affected my choice

16.My personal interest was the
strongest factor when choosing a major
27.My skills were major effect in my
choice
2.1 was influenced by my parents in my
choice

22.My UNT result was important when |
selected my major

15.The major which | had selected
provided more state grants than others
1.University costs played a major role in
my choice

0,55

0,53

0,48

0,69
0,64
0,61

0,50

0,70
0,68
0,56

0,46

0,75

0,67

0,48

0,707

0,635

0,608

Factor 1: External Influences
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External influence factor has 8 items .As a result, external factors play an
important role in choosing a profession for a child. It has loadings from 0.682 to
0.489. All these factors are more related to external influences like influence of
peers and relatives, and situation of family, also advertisement of specializations.
Reliability scale is 0,810(Chronbach alpha).

Factor 2: Teacher influences

Second component gave information that students can influence by school
teachers. Reliability scale is 0,638.1t is given with loadings 0.692 to 0.509. That
Is why,parents should make sure that the teacher is a person of good level.
Always be in close contact with the teacher.It has 4 items

Factor 3: Influence of occupation salary

The third is important component and it covers job accessibility and prestige of
major, also salary. Also, it has 4 items. The child thinks that studying for a
prestigious and popular specialty will be received on the highest salary.
Influence of occupation salary factor is given with loadings ranging from 0.702
to 0,565.Chronbach’s alpha is 0,624.

Since the Chronbach alpha of the other 3 components is very low,we considered
each element as a separate factor.Components between 4 and 9 covers only one

factor of the study that is:

Factor 4: Personal interest influences
Factor 5: Personal skill influences
Factor 6: Parent’s affect

Factor 7: National test affect

Factor 8: State grant affect factor
Factor 9: University cost affect factor

Hence we might conclude that factors between 4 and 9 on a very strong level can
influence ones career decision all on its own.

4. Discussion and Conclusion

The factors found in this article show results similar to (Sarwar, et al., 2015)
,despite the fact that two studies used samples from different study fields and
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different countries (Kazakhstan, Pakistan). The similarities include the factors
such as personal interest affect, skills affect, occupation salary affect, teacher
affect, external affect, parent’s affect. However, due to the fact that the
educational system of the two countries are completely different, (Sarwar, et
al., 2015) did not considered some of the facts like UNT results, state grant, cost
of the university. Another study which can prove reliability of our study is
(William J.Crampton, 2006). They did not work with dimensionality reduction,
but defined important factors which influences to choice.

One shortcoming of the study is that majority of participants were from ony
city, Almaty. However, we note that Almaty is the largest city in Kazakhstan
with many major universities.In order to improve the generalizability the study
should be replicated at other universities from different cities. The biggest
disadvantage of the our survey is that one third of participants are SDU students.
That can change a lot of results. Also, reliability scale of component 2,3 are
somewhat low.The results may be improved by increasing number of students
participating in the survey and ensuring that there are different universities and
majors. In the future work, we can make hypotheses testing between factors and
demographic data and determine own concepts. Also, in the future research
could look into the relationship between factors on the one hand and students’
satisfaction with the choice made and the study success in the bachelor program
on the other hand. Also, the way in which data was collected limited the study.
Subjects were allowed to sign up to participate in the study and take it online at
their own convenience. Administering this type of survey could be more
successful if done in person. If any questions arose on the influence listed, having
a researcher available to answer questions or clarify the factor listed could
provide more accurate data which in turn would lead to more accurate results.
Academic consideration factor was not provided in our work. It includes course
description, instructors.

The purpose of study was to identify main factors that influence the selection
of major field. Principal factor analyses method conducted to reduce number of
factors and we decreased factors from 27 to 9.The result of analysis gave 9 main
factors. Also, this article shows all the steps needed for PCA along with Python
code beyond varimax rotation. Therefore, this would help anyone who wants to
run PCA at a deeper level. Teachers and parents can use the results of this study
to focus their efforts on supporting students facing the decision about a major.
The five-scale translated questionnaires are proved in the Appendix.
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Appendix

English

Russian

Kazakh

University costs played a
major role

[nara 3a 0Oy4eHue B
YHUBEPCUTETE
chirpana GoJbIIyI0
POJIb B MOEM BBIOOpE

MeHiH TaHIayBIMIIA
YHHUBEPCHUTETTIH OKY aKbIChI
YJIKEH peJI aTKapsl

I was influenced by my
parents

Ha mens nosnusiu
MOHU POJIUTENH B
MoeM BEIOOpe

MeHiH TaHJaybIMa aTa-aHam
acep erTi

My high school career adv
isor influenced my choice

KoucynpranT no
Kapbepe B MOel
IIKOJIE TTOBJIMSIT HA
MOii BEIOOp

MeHiH TaHIaybIMa
MeKTeOIMIEeri MaMaH/IbIK
TaHaay OOWBIHIIIA KEHECIITi
acep erTi

The job's accessibility affe
cted my choice

JocTynmHOCTh paboTHI
HIOBJIMSIIA HA MOI
BBIOOP

JKYMBICTBIH KOJDKESTIMIiTIr]
TaHJaybIMa dcep eTTi

My religious convictions i
nfluenced the selection of
my major

Mou penuruo3Hsie
yOKICHUS TIOBITHSLIIH
Ha MO¥ BEIOOp

MeHiH AiHH CeHIMIEepiM
TaHIaybIMa dcep eTTi

I was encouraged by a
teacher

because | was good at my
main subjects.

Ha mens nmoBnusin
YYUTEIb, IOTOMY YTO
s1 OBLT XOPOIII B CBOUX
OCHOBHBIX
npeaMerax.

MaraH MeKTeI MyFaiiMi acep
eTTi, ce0e01 MeH Heri3ri
MIOHIEPICH KAKCHI OOJIIBIM.
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7 My Life Experiences have | Moii coGcTBEHHBIH MeHiH eMipiiK ToxiproeM
affected me (eg. You want | »u3HEHHBIH OTIBIT TaHIaybIMa dCep eTTi
to be a doctor, because a TIOBJIVSUT HA MO (MbIcanbl, Men mopirep
doctor saved someone’s BEIOOp (Hamp. S xouy | GOJFBIM Keneni, OTKeHi
life in your family) OBITH BpauoM, IOTOMY | Jopirep MeHiH 0TOachIMAAFrbI
YTO Bpad crac 4bl0-To | OipeyniH eMipiH cakram
JKHM3Hb B MO€H CEMbe) | KallIbl)
8 Upon graduation good sal | Hamuume xopormreit OKybI asiKTaraHHaH Keiin
ary affected my choice 3apIuIaThl MoCje JKAKCHI JKAJTaKbI aTy
OKOHYaHUS yIeOBI MYMKIHIITi TaHAaybIMa ocep
MIOBIIUSUIO HA MOH eTTi
BEIOOD
9 My academic performance | Mos ycrieBaemocTh B | MeHiH opTa MEeKTenTeri
in High School affected CpenHei 1Koe YJIrepiMiM TaHIaybsIMa ocep
the selection TOBJIUSIIA HAa MOH erTi
BBIOOD
10 | Duration of schooling (e.g | IpomomkurensHocTh | OKY Y3aKTHIFBI TAHAAybIMa
. the major will require fur | o6yuenus mosmusina acep eTTi (MbICabl,
ther training like a master' | ma moi#i BIGOp MaMaH/IbIK MarucTp Aspexeci
s degree) (Hampumep, CEKIIIi 0J1aH api OKY/IbI
npodeccust Taamn eTesi
motpedyer
IaabHEUIEero
00y4YeHHs, KaK
CTETIeHh MarucTpa).
11 | Extended family members | Mowu poacrBeHHUKH MeHiH TybICTapbIM
affected my selection TIOBJIVSTH Ha MOM TaHAaybIMa dCep eTTi
BEIOOD
12 | University location can be | Pacmonosxerue YHHUBEPCUTETTIH OPHATACYBIH

considered as a factor
which affected my
selection

YHUBEPCUTETA MOXKHO
paccMmaTpuBaTh Kak
(akTop, MOBIUABIINN
Ha MO¥ BBIOOD

TaHJaybIMa dcep eTKeH
(axTop periHie KapacThIpyFa
Oomaanl
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13 | Reputation of the Pemyranus TanmaybIM YIIIiH
university was important | yauBepcuTeTa Oblia YHHUBEPCHUTETTIH Oeterni
for me Ba)KHA JUIS MCHS B MaHBI3/bI OOJIIBI

MOEM BhIOOpe

14 | 1 wanted to follow my S] xoTena modTH 1O MeH aTa- aHaMHBIH 13IMEH
parents footsteps CTOIIaM POJHTENIeH KYPTiM Kenmi

15 | The major which I had IMpodeccus, kotopyto | Backamapra kaparanaa MeH
selected provided more st BIOpaJI, JaBaja TagJarad MaMaHIbIK
state grants than others OonpLre OoiisIHIIa KO0ipeK

rOCyIapCTBEHHBIX MEMJICKETTiK TPaHTTap
TPaHTOB, YeM Npyrue | Oepinmi

16 | My personal interest was Moii nuuHbIi HHTEpeC | MeHiH keke
the strongest factor when OBbLT CAMBIM CHIIbHBIM | KBI3BIFYIIBLIBIFBIM
choosing a major (daxTopoM npu MaMaH/IBIKThI TAaHIay/1a CH

BBIOOpE YJIKeH (pakTop OOIIBI
CIIEUUANBHOCTH

17 | Academic assessment of Ha menst nosnusiim MaraH Typi )apHama
the major that | had pas3nuyHbIe Ke3J1epi acep eTTi (MbICAITBI,
selected based from HCTOYHHKH PEKJIAMBI | YKAHAJBIKTAP, QIEYMETTIK
printed or online (HanpuMep, HOBOCTH, | JKeJliyiep jkoHe T. 0.)
information COLMAJIbHBIE CETH U T.

n)

18 | Presentations of currently | IIpe3enraryu Kasipri tagma con MaMaHIbIK
enrolled students made a 3a4YKCIIEHHBIX OOMBIHIIIA OKBIIT )KATKAH
great impact CTYJICHTOB OKa3aJIH CTYIEHTTEPIHIH

OombLIOE BIUSHUE HA | MPE3eHTALMSIAPHI
MO BBIOOD TaHJaybIMa YJIKEH 9cep €TTi.

19 | Alumni's presentations inf | IIpe3enraruu Tynexrepaix

luenced my choice BBIITYCKHUKOB npe3eHTaLMsIAPBI

TMOBJIMSIIA HA MOH
BEIOOD

TaHJaybIMa 9cep eTTi
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20 | Prestige of profession Ipectmk npodeccun | MaMaHIBIKTHIH Gemei
affected my selection TIOBJIHST HA MOH TaHJaybIMa acep eTTi
BBIOOD
21 | I assumed S cumraro, 4TO MeHiH OHBIMINA, OChI
that professionals in this fi | mpodeccuonans: B canaJiarsl MaMaHjap
eld can 9TOi 06J1acTH MOTYT eNIMI3/IiH 1aMybIHa
help develop my country | moMous pa3BUTHIO KOMEKTECE ajIa Ibl
MO€EH cTpaHbl
22 | My school graduation Moii pesynbrar EHT MaMaHBIFBIMIbI TAHIAFaH1a
exam result was important | Obu1 BaskeH, Koraa s ¥BbT-HBIH HOTHXKECI MAHBI3 b
when | selected my major | BeIOHpa CBOO 6O IBI
CIIEIHATIBHOCTD
23 | My high school teacher Mot yuurens MeHiH opTa MeKTer
asked me to specialize in Cpe/IHE IKOJIBI MYFaTiMiM MaraH OChI
this field as it has high MOMIPOCHIT MEHS callaHbl MEHI€pYTe KeHEC
demands nowadays CIIeLIMaTM3UpoBaThes | Oepai, cebedi o Kasipri
B 3TO¥ 00IacTH, YaKBITTa KOFapBI CYpPaHBICTa
MOCKOJIBKY OHa uMeeT | Gap canma
BBICOKHE TPeOOBaHUS
B HACTOSIIIEE BPEMsI
24 | Opinion of my peers MHeHus Moux MeHiH KypJacTapbIMHBIH
affected my selection CBEPCTHUKOB miKipJiepi TaHmaysIMa acep
MOBIIHSUTH HA MO erTi
BBIOOP
25 | Current situation in my Texkymiast curyanust B | MeHiH OTOACBIMHBIH COJT
family affected my MOE# CeMbe TMOBIHSLIA | YaKBITTAFbI YKaF[aifbl
selection Ha MOii BEIOOD TaHIaybIMa ocep eTTi
26 | Famous personalities who | 3HamenuTbIe Ocsl canaza MaMaHJaHFaH

had the same
specialization in that field
affected my major
selection

JHMYHOCTH, KOTOPEIC
HMEITA TY JKe
CTIEITUATTN3AIIHIO B
3TO# 00JacTH,
TIOBJTUSIITA HA MOM
OCHOBHO#1 BEIOOD

TaHbIMaJI TYJIFajap Herisri
TaHJaybIMa 9cep eTTi
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27

My skills were major
effect in my choice

Mou HaBBIKM OKa3aau
OOJIBIIIOE BIUSIHUE HA
MOH BBIOOp

MeHiH KabinerrepiMm
TaHAaybIMa YJIKEH ocep eTTi
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