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Abstract. Natural resources are limited and very important in our
industrial life and development. Oil is considered as the black gold and it is
included in hundreds of industrial fields. Therefore, forecasting future oil
production performance is an important aspect for oil industry. In this study, we
proposed improvements to the existing deep learning model in order to overcome
limitations associated with the original model. For evaluation purpose, proposed
and original deep learning models were applied on a real case oil production
data. The empirical results show that the proposed adjustments to the existing
deep learning model achieves better forecasting accuracy.
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Anparna. Taburum pecypcrap IIEKTeYll >KoHE OI311H OHAIPICTIK
eMipiMi3Jie KoHe JaMybIMbI3Za ©Te MaHbI3/Ibl. MyHaill Kapa ajiTelH OOJbII
caHasaJbl )KoHE OJ1 JKY3JIeTeH oHepKacinTe nauganbiHaabl. COHIBIKTaH MyHai
OHJIIpICiHIH OoJIalIaKTarbl KOpCETKIITepiH Ooypkay MyHail camacel YIIiH
MaHBI3IBI acleKT 00bIT Tadbutaabl. Ockl 3epTTeyae 013 TYIMHYCKa MOJIEIIbMEH
OaliIaHbICThI IIEKTEYJIepl SHCepy YILUIH KOJJIAHBICTaFbl TEPEH OKBITY MOJEIiH
KETUIIIPYAl YCHIHABIK. MyHail eHIpICIHIH HaKThl JepeKTepiHie Oaranay
MaKCaTbIH/Ia YCBIHBUIFaH JKOHE TYNMHYCKAJIBIK TEPEeH OKBITY MOJAEIbAepl
KOJITAHBUIJBL. DMITMPHUKAIBIK ~HOTIIKENED KOJIAAHBICTAFbl TEPEH OKBITY
MO/IeJIiHE YCBIHBIIFAH Ty3€eTyjlep O0KaMHBIH JJAIrHE )KEeTeTIHIH KOpCeTe .

Tyiiin ce3mep: MyHaill eHpipiciHIH OoJDKaMbl, y3aK Mep3iMAl XKal,
OHJIIPICTIH TOMEH/JIEY KUCBIFBIH TaJ/1ay.
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AnHoTanus. [IpupoHbie pecypchl OrpaHUYCHBI U OUY€Hb BaXKHBI B HAIIICH
MPOMBINIJICHHON XU3HU U pa3Butud. HedTh cumTaercs 4epHBIM 30JI0TOM U
UCTIONB3YeTCsT B COTHSAX  TNPOMBINUICHHBIX  oOmactsax.  [lostomy
MPOTHO3MPOBaHUE OyIyIIMX TOKa3aTeleld JOOBMU HEPTH SIBISCTCS BaXKHBIM
acrieKToM Juisi He(TSHOW MPOMBIIUICHHOCTH. B 3TOM wuccinenoBaHWM MBI
NPEUIOKUIM  YCOBEPIIEHCTBOBAHUS CYLIECTBYIOIIEH MOJAEIH TIyOOKOTo
00y4eHHs, YTOOBI TIPEOI0TIETh OTPAHUYCHUS, CBA3aHHBIC C ICXOIHOW MOJIEIIBIO.
Jlist meneil OLIGHKHW MPEIOKEHHBIE W OPUTHHAIBHBIE MOJIEIH TIYyOOKOTO
0o0ydyeHus1 OBLIM TPUMEHEHBl Ha pealbHBIX JAaHHBIX J00BIYM HEDTH.
DOMITUPUYECKHE PEe3yJbTAaThl TOKA3bIBAIOT, YTO MpeaaraeéMble KOPPEKTHPOBKU
CYIICCTBYIOIIEH MoOJAETN IIyOOKOro oOydeHHs OOECHEeUUBAOT JIYYIIYEO
TOYHOCTH IPOTHO3UPOBAHUS.

KawueBbie ciaoBa: [Iporros mgo0bram HedTH, I0JTas KPaTKOCPOYHAs
NaMsTh, aHATTU3 KPUBOH MMaIeHUs JOOBIYH.

Introduction

Until the middle of the XIX century oil was produced in small quantities,
mainly from shallow wells near its natural outlets to the surface of the earth.
Since the second half of the XIX century demand for oil began to increase due
to the widespread use of steam engines and the development of other industries,
which posed complex problem of future oil production pattern. Historical and
most common approach in solving this problem is Decline Curve Analysis
(DCA) [1]. By identifying decline rate, DCA extrapolates past production in
order to estimate expected production in the future. The main limitation of this
tool is the linear statistical approach, which generally produce a poor fit on
historical production data. Hence, in order to improve fitting curve, more
accurate nonlinear model is required.

In the last couple of decades, deep learning models have been widely used
with non-stationary data prediction, like economics, weather, stock price, and
retail sales. Similarly, several studies in predicting oil production using deep
learning algorithms such as Long Short-Term Memory (LSTM) were completed.
However, despite its performance, deep learning models are still in infancy stage
and requires further analysis in using during oil production prediction.

In this paper, we analyzed application of the existing deep learning model
[2] on a real case oil field data from the western part of Kazakhstan, and
compared to the proposed model which is a combination of traditional DCA and
deep learning models. Empirical results showed that latter model outperformed
its counterparts.
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Related Works

In [3] it was demonstrated that using increased depths of LSTM networks
improve overall performance of time series forecasting. Encouraged by these
results authors in [2] developed Deep LSTM (DLSTM) network with stacked
three LSTM blocks one after another in Petroleum Production Forecasting
(Figure 1: Architecture of DLSTM recurrent network). The paper empirically
shows that proposed model outperforms some other algorithms such as ARIMA,
NEA, RNN, DGRU in describing the nonlinear relationship of petroleum time
series data.
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Figure 1: Architecture of DLSTM recurrent network

However, two major concerns of this model should be noticed. First one is
an evaluation of a model accuracy using testing data set (original data is split
into train and test sets). Authors created data batches using certain time lag
period and predicted next time series data using the last batch from the dataset
(Figure 2: Included evaluation approach). This is not the best approach in
validating the model, since the assumption of using unseen data during the
testing stage is not valid anymore. The second drawback of the proposed model
is the fact that known trend of any oil production data, which is decline over the
time, is not captured in the model. This can result in unrealistic output over the
long-term forecasting (Figure 3: DLSTM output results).
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Figure 2: Included evaluation approach
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Figure 3: DLSTM output results

Proposed Model

The main reason why DLSTM Model fails in following decline trend is
the fact that during removing the trend of historical production curve difference
of consecutive data was applied. This approach does not constrain the general
curve to decline over the time. In the proposed model, constrain to decline is
achieved by taking the difference between production data and general
exponential decline, and only then apply DLSTM model. Therefore, deviation
of historical production data from general decline curve is modelled.

In addition to that, for making fair evaluation model accuracy was
estimated using mismatch between unseen test data and pure predicted output as
shown in the Figure 4: Proposed evaluation approach below.
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Figure 4: Proposed evaluation approach
Experimental Results
After de-trending historical production data using overall decline and
applying DLSTM model explained in [2], it is possible to achieve better fit to
the test datasets. At the same time, future predictions from DCA-DLSM model
follow general trend of conventional decline pattern (Figure 5: Proposed DCA-
DLSTM output results).
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Figure 5: Proposed DCA-DLSTM output results
To control the learning process and evaluation accuracy of the proposed
method, the root means square error (RMSE) was used. The RMSE is a
frequently used measure of the differences between values (sample or population
values) predicted by a model and the values observed [4]. It represents the square
root of the second sample moment of the differences between predicted values
and observed values or the quadratic mean of these differences.
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Table 1: Forecasting accuracy

Forecasting Model RMSE
DCA 5.8
DLSTM 3.65
DCA-DLSTM 0.53

As can be seen from the Table 1: Forecasting accuracy, in the assessment
of oil production forecasting, the effectiveness of the DCA-DLSTM model is
better than other algorithms.

Conclusion

In this paper we discussed existing experiments conducted using recurrent
neural networks (DLSTM), which can capture the nonlinear relationship
between the system’s input and output labels. However, it is limited in
controlling overall decline trend of the oil production time series data. Therefore,
we developed better prediction model, which is based on combination of
traditional DCA and described DLSTM. The results show that the accurate
prediction and learning performance of proposed model outperformed its
counterparts.
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