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IDENTIFYING SPAM MESSAGES FOR KAZAKH LANGUAGE
USING HYBRID MACHINE LEARNING MODEL

Abstract. This paper describes a spam detection system for Kazakh
Language using Hybrid Machine Learning Model. The lack of spam detection
systems in the Kazakh language calls for the need of a proposed system that can
identify unwanted messages. The system integrates multiple Machine Learning
algorithms to accurately classify spam and non-spam messages. The
performance of the system is evaluated using metrics such as accuracy,
precision, recall, and F1-score. Results show that the proposed solution
outperforms existing spam detection techniques in terms of detecting spam with
a low false positive rate and high accuracy. The findings of this research
contribute to the development of effective spam detection systems for the
Kazakh language and provide insights for future work in this field.

Keywords: Spam classification, spam detection, spam filtering methods,
machine learning, data preprocessing for Kazakh language.
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Anaarna. by Mmakanama ruOpuITI MallTHHAJIBIK OKBITY MOJICIIIH KOJITaHy
apKbpUIBI Ka3akK TUTIHICT1 CllaM aHbIKTay KyHeci cumarranrad. Kaszak TuriHzae
CIaM[Ibl aHBIKTAy JKYHENEepiHiH >KOKTBIFBI CllaM XaOapliamayiap/ibl aHBIKTai
aJIaThIH YCBIHBUIBII OTBIPFaH JKYHeHi KaxkeT erei. JKylie cram xoHe criam emec
xabapnamanapael 197 OKIKTEY YIIIH ~ OipHEeIle  MalluHAIBIK — OKBITY
anropuTMmaepin Oipikripeni. JXXyieHiH eHIMIUTIr accuracy (J9JiK), precision
(monmik), recall (TONBIKTBIK) *)oHe F1 ymaibl CHAKTBI KOPCETKIMITEP apKBLIBI
Oarananael. HoTrokenep KepceTkeH 1eH, YChIHBUIFAH MISIIM TOMEH JKaIFaH OH
(false positive) KepceTkilli MeH MKOFapbl IONIIKIIEH AaHBIKTAy OOMbIHIIA
KOJIJIAaHBICTAaFbl CIIAMJIbI aHBIKTAY OJIICTEPIHEH achlill Tyceni. byn 3eprreynin
HOTHOKeINepi Ka3ak TUTiHe apHaJiFaH CamMaapAbl aHbIKTayIbIH THIM/I1 )KYHenepin
)Kacayra CeNTIriH TUTi3e[l >KOHE OCHI callafjarbl OOJAlaK >KYMBIC TYypalibl
TYCIHIK Oepeni.

Tyiiin ce3aep: Cnam kiaccupuUKalUsAChl, CHaMIbl aHBIKTAY, CHaMJbI
¢bwibTpaey oaicTepi, MalIMHAIBIK OKBITY, Ka3aK TUIIHE apHalfaH JepeKTepAi
aJJIBIH aJia eOHJeY.
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142



SDU Bulletin: Natural and Technical Sciences. 2023/1 (62)

AHHoOTauus. B 3T0ii cTaTthe onuceiBaeTcs cucreMa oOHApyXEHHS CliaMa
JUTS KQ3aXCKOTO SI3bIKA C MCHOJB30BAHWEM MOJAEIH TMOPHIHOTO MAaIlIWHHOTO
oOyuyenus. OTCYTCTBHE CHUCTEM OOHApYXKEHHs cllaMa Ha Ka3aXxCKOM S3bIKE
BBI3BIBAET TNOTPEOHOCTH B TMpelaraéMoil cucTeme, KOTOpas MOXKET
UACHTU(HUIMPOBATh HEXenaTenbHble cooOmenus. Cucrema oO0beqUHSET
HECKOJIBKO aJITOPUTMOB MAIIMHHOTO OOy4YeHHs JUIS TOYHOW Kiaccupukanum
CIIAaMOBBIX M HE CIIaMOBBIX COOOIIeHNH. [IpOM3BOAUTENBHOCTE CHUCTEMBI
OILICHUBAETCS C MCIOJIB30BAaHUEM TaKMX IOKa3aTesel, Kak accuracy (TOYHOCTb),
precision (tounocts), recall (monunota) u oneka F1. Pe3ynbraTsl OKa3bIBaIOT,
9TO Tpe[ylaraéMoe pelieHHe TPEBOCXOJUT  CYMIECTBYIOIIWE  METObI
oOHapyXeHHS cllaMa ¢ TOYKH 3PEHHs] OOHAPYKEHHS CllaMa ¢ HU3KHM YPOBHEM
JIOKHBIX CcpalaThlBAHMM M  BBICOKOW TOYHOCTBIO. Pe3ynbTarbl 3TOrO
UCCIIEIOBAHUS CIIOCOOCTBYIOT pa3paboTKe F3PPEKTUBHBIX CUCTEM OOHAPYKEHUS
criaMa JijIsl Ka3axCKOro sI3bIKa U JAIOT MpeJICTaBIeHne o Oyaymiei paboTe B 3TOM
obnacTu.

KurueBbie ciaoBa: Krnaccudukamus crmama, oOHapyKeHHE CIiama,
MeTONbl  (DMIIBTpAllMK  CllaMa, MallMHHOEe OOy4YeHHe, TpeaBapUTeIbHas
00paboTKa JaHHBIX /Ul Ka3aXCKOTO fA3bIKA.

I. Introduction

Spam is the bulk sending of unwanted messages to multiple recipients.
Despite over a decade of efforts to combat it, the prevalence of spam remains
significant globally despite advancements in techniques for addressing it [1].
Traditionally, spam was used for promoting products and services to potential
customers. However, it evolved into atool for hacking and spreading viruses. To
address this problem, various methods for detecting and filtering spam have been
proposed by scientists and researchers. Following are the different categories of
spam filtering methods: Case Base Spam Filtering Methods; Content Based
Filtering Methods; List Based Filtering Methods; Heuristic or Rule Based Spam
Filtering Methods; Adaptive Spam Filtering Methods [2].

Although the existing literature on spam detection mostly focuses on
widely spoken languages, such as English, there is currently a gap in research on
this topic, as there are limited resources and tools available for identifying spam
messages in Kazakh language. Some potential research problems/gaps for
identifying spam messages in Kazakh language include:

Lack of annotated datasets: There is a lack of annotated datasets of spam
and non-spam messages in Kazakh language, which makes it difficult to train
and evaluate machine learning models for spam detection. Developing such
datasets would be an important first step in addressing this research problem.

Language-specific features: The linguistic features of Kazakh language
may differ from other languages, and existing feature extraction methods may
not be effective in identifying spam messages in Kazakh. Developing language-
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specific feature extraction methods for Kazakh language could be a research
problem to address.

Limited use of machine learning: Developing and evaluating different
machine learning approaches for spam detection in Kazakh language could be a
potential research problem.

Our goal in tackling these research problems is to enrich the current literature by
proposing hybrid machine learning models that can detect spam messages in the
Kazakh language.

Il. Literature review

The literature review section of this paper provides a comprehensive
overview of the existing research on spam filtering techniques utilizing ML
algorithms. Various classification algorithms and techniques have been
proposed in the literature, and this section critically evaluates the strengths and
limitations of each approach. The classifiers evaluated in this section will be
used further in our work to develop a novel spam filtering algorithm that
combines the strengths of multiple classifiers while minimizing their
weaknesses.

A. Naive Bayes Filtering Method

Naive Bayes spam filtering is a technique that uses Bayes' theorem. During
the training process, the filter calculates and stores the "weight” of each word
encountered in the text. A message is then classified as either “spam™ or "non-
spam™ depending on whether its "weight" surpasses a set threshold. The formula
for calculating the probability that a message includes a specific spam word is
shown below [3]:

P(sp) = P(w|sp
Plsplw) = P(sp) = P(w |E;p))+ P'énlp))ss P(w|nsp) 1)

The probability that a message is spam given the presence of a specific
word is represented by P(sp/w). The overall probability of a message being spam
is represented by P(sp), while P(w/sp) indicates the probability of a certain word
appearing in a spam message. The overall probability of a message being non-
spam is represented by P(nsp), and the probability of a specific word appearing
in a non-spam message is represented by P(w/nsp).

Overall, while Naive Bayes is a widely used and effective algorithm for
spam filtering, it is not without its limitations. Naive Bayes assumes that the
features used for classification are independent of each other. This assumption
may not hold true for some features in real-world datasets, which can lead to
inaccurate classification.

B. K-nearest neighbor

The K-nearest neighbor (KNN) algorithm is a well-used ML model for
classification issues. It works by assigning the new message to the class that's
most frequent among its k nearest neighbors, whose classifications are already
known. The main challenge of this algorithm is that its computational cost is
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higher compared to other ML algorithms [4]. The search for nearest neighbors
requires comparing the object being classified with every object in the sample,
requiring a large number of linear operations proportional to the sample size.

C. Support vector machine

The Support Vector Machine (SVM) algorithm is primarily used for binary
classification (spam or non-spam), but can also be adapted for multi-
classification problems. It works by finding the best boundary to separate
positive and negative samples and determining if a new message is classified as
spam or not [3]. Numerous studies have shown the effectiveness of SVM for
spam filtering, with an accuracy of 96% [5]. However, it can be computationally
expensive to train, sensitive to the choice of kernel function, prone to overfitting,
and require tuning of hyperparameters.

D. Decision making tree

A Decision Tree (DT) is a hierarchical tree structure used for filtering

spam messages. The below figure is a flow-chart of a DT.

Figure 2. Flow-chart of a Decision Tree.

The DT process involves the use of input words (F), their frequencies (V),
and labels (C) to determine if a text message is spam or non-spam. One of the
biggest challenges in using DT is finding the optimal size of the final tree. In
addition to this, the learning process also involves solving other problems such
as selecting the most effective attribute for splitting, deciding when to stop
learning, choosing the best pruning method to reduce the size of the tree, and
estimating the accuracy of the resulting tree [7].

1. Methodology

In the following sections, we present methods and strategies, including
data reading, preprocessing, and text classification workflow.

A. Dataset

The unique aspect or novelty of our work is that the dataset was
meticulously gathered by us through manual means. Collecting the dataset
manually allowed us to have full control over the quality and accuracy of the
data, making the results of our work more reliable and trustworthy. This manual
collection process was time-consuming and required significant effort, but it was
necessary to ensure the validity and reliability of the data used in our work. The
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dataset contains 2000 rows and 2 columns, where each message is classified as
either non-spam (0) or spam (1). Out of the 2000 messages, 400 are labeled as
spam and 1600 as non-spam. Given the limited amount of spam messages in
real-life situations, having 400 spam messages, which constitute 20% of the
dataset, is considered sufficient for the particular problem at hand.

B. Data Preprocessing

In ML preprocessing the dataset is crucial for transforming it into a
computer-readable format. The following are some examples of the data
preprocessing techniques used in our code. These steps help to improve the
quality of the data and to make it more suitable for use in ML models.

Stopwords are used to eliminate words that are too common and lack
significant information. In the Kazakh language, “Shylau” (Illsutay) can be
attributed to such words. These service words do not have an independent lexical
meaning and are not independent members of the sentence. The string
punctuation in Python is predefined in the string module and consists of all
characters as a string. It is utilized to eliminate punctuation from a given
sentence. By removing punctuation, the model can focus on the relevant words
in the text rather than the irrelevant punctuation marks. The process of reducing
inflectional endings from words is called lemmatization. The root word in
lemmatization is known as the lemma. The kaz-nlp tool was used in our work
for morphological processing, including lemmatization. This set of tools
addresses a range of Natural Language Processing (NLP) problems. To
lemmatize words, sentences must be split into individual tokens and passed to
the "tag-sentence” method [8].

The above and other methods such as lowercasing, tokenization, removal
of links "http”, "bitly”, "www", and numbers were combined into a single
preprocess-text function that can be utilized as a pipeline for preprocessing
Kazakh datasets. The pipeline can be applied to each individual value in the
dataset, resulting in preprocessed data.

C. Text Classification Workflow

Our work involves using the Term Frequency Inverse Document
Frequency (TFIDF) vectorization technique on preprocessed data to determine
the significance of each word in a text. This conversion from text to numerical
representation is necessary for ML algorithms to effectively process the data.
Next, we split the data into training and testing sets, with the goal of training the
model on the training set and evaluating its performance on the test set. After
import and training, classifiers can make predictions, which can be stored in a
variable. In our work, we utilized the following algorithms: SVM, KNN,
Multinomial Naive Bayes (MNB), DT, Random Forest Classifier (RFC), and
Logistic Regression (LR). All of these classifiers have readily available Python
packages, making them easy to implement and integrate into our work.

IV. Results

A.  Non-hybrid Machine Learning Models Results
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This section evaluates performance of non-hybrid standalone algorithms
through accuracy, precision, recall and F1-score measurements. To assess the
classifier's accuracy and precision, we compare the predictions to the actual
correct labels. Accuracy in the context of spam messages is computed by
dividing the number of correctly predicted instances by the total number of
predictions made by the classifier, while precision measures the classifier's
ability to accurately identify non-spam messages. Recall is calculated as the
number of true positive predictions of spam messages divided by the total
number of actual spam messages present in the dataset. F1 score is a combined
metric that balances precision and recall by taking the average of their harmonic
mean. The table below shows the result of the metrics for each classification
method on the test dataset:

Table 1. Result metrics (Accuracy, Precision, Recall, F1-Score) for non-hybrid
models.

Accuracy Precision Recall F1-Score

SVM 0.975758 0.944444 0.708333 0.708333
KNN 0.963636 0.875000 0.583333 0.700000
RFC 0.960606 1.000000 0.458333 0.628571
LR 0.960606 1.000000 0.458333 0.628571
MNB 0.954545 1.000000 0.375000 0.545455
DT 0.939394 0.590909 0.541667 0.565217

Based on the obtained metrics, we can observe the following: SVM has
the highest accuracy and a relatively high f1-score, which balances precision and
recall. RFC, LR and MNB have a high precision, but relatively low recall, which
means they are good at avoiding false positives (all the positive predictions made
by these models are correct) but not as good at detecting all the spam messages.
DT has a relatively low precision and f1-score compared to other algorithms,
which indicates that it is not performing as well. SVM and KNN have the best
overall performance for spam detection based on these metrics.

B. Hybrid Machine Learning Models Results

A non-hybrid models (SVM, KNN, etc.) are simpler, faster, and easier to
interpret and implement, making them a good option for simpler problems. But
they use a single ML algorithm to make predictions, therefore they are limited
by the performance of the chosen algorithm. A hybrid ML model for spam
detection is a model that combines two or more individual ML algorithms to
make predictions. The advantage of a hybrid ML model is that it can combine
the strengths of different algorithms to improve the overall performance of the
model. For example, one algorithm may have a high precision but a low recall,
while another algorithm has a low precision but a high recall. By combining
these algorithms, a hybrid model can achieve a good balance between precision
and recall, resulting in a higher overall performance. In our work, we try to
combine algorithms (SVM, MNB, DT, RFC, KNN, LR) of each with each to
create a hybrid ML model for improved performance in spam detection using
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the VotingClassifier method, which combines the predictions of the base
classifiers using hard or soft voting. Hard voting is a simple voting scheme that
takes the majority vote of the base classifiers. For example, SVM and KNN
predicts the message as spam and RFC predicts it as not spam, then the majority
vote would be to classify the message as spam, since two out of the three
classifiers predicted it as spam. If you have an even number of classifiers in your
ensemble, as in our case, and the number of votes for each class is equal, the
majority vote could be ambiguous. In such cases, the VotingClassifier method
could use soft voting instead of other tie-breaking strategies for hard voting to
resolve the ambiguity (randomly, weighted voting scheme, etc.)[9]. In soft
voting, each classifier assigns a probability score to each class label (spam or
non-spam class), rather than a binary prediction of either 0 or 1, and chooses the
class with the highest probability. In this case, it would depend on the exact
probability scores assigned by the classifiers. If SVM assigned a much higher
probability to the spam class than KNN assigned to the non-spam class, then the
soft voting would predict the message as spam. The table below presents the
evaluation metrics for the hybrid models.

Table 2. Result metrics (Accuracy, Precision, Recall, F1-Score) for hybrid
models.

Accuracy | Precision Recall F1-Score

SVM + KNN 0.981818 | 0.875000 | 0.875000 0.875000
SVM + MNB 0.981818 | 1.000000 | 0.750000 0.857143
SVM + DT 0.969697 | 0.791667 | 0.791667 0.791667
SVM + RFC 0.972727 | 0.894737 | 0.708333 0.790698
SVM + LR 0.975758 | 0.863636 | 0.791667 0.826087
MNB + KNN 0.978788 | 0.904762 | 0.791667 0.844444
MNB + LR 0.981818 | 0.950000 | 0.791667 0.863636
MNB + DT 0.978788 | 0.869565 | 0.833333 0.851064
MNB + RFC 0.954545 | 0.680000 | 0.708333 0.693878
RFC + LR 0.972727 | 0.894737 | 0.708333 0.790698
RFC + DT 0.969697 | 0.818182 | 0.750000 0.782609
RFC + KNN 0.966667 | 0.740741 | 0.833333 0.784314
KNN + LR 0.963636 | 0.875000 | 0.583333 0.700000
KNN + DT 0.963636 | 0.875000 | 0.583333 0.700000
DT + LR 0.945455 | 0.650000 | 0.541667 0.590909

Based on the given results, the hybrid model "SVM + KNN" has the best
performance in terms of accuracy, precision, recall, and fl-score. This
combination achieved an accuracy of 0.9818 which means that the model
correctly classified 98.18% of the spam messages. The precision of 0.875,
meaning that the model is not classifying many non-spam messages as spam,
recall of 0.875, indicating that 87.5% of the actual spam messages were correctly
classified as spam, and F1-score of 0.875. The findings indicate that hybrid
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models surpass existing non-hybrid spam detection methods in terms of
accurately identifying spam with a low rate of false positives.

B. Conclusion

The results show that both the SVM and KNN performed well compared
to other models such as RFC, LR, MNB, and DT based on all four metrics. The
combination of SVM and KNN further improved their performance, which
supports the conclusion that combining two well-performing models leads to
even better results. This suggests that the hybrid model is better suited for this
problem and dataset being evaluated, and will result in better results compared
to using a single model. Future work aims to expand the dataset, which is
expected to enhance its performance. Improving the processing of the Kazakh
language will not only benefit research in this specific language, but also other
languages with similar challenges. Overall, there is significant potential for
future work to further improve the processing of the Kazakh language.
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