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Abstract

This paper presents the development of a question-answering system that can assist university
students with academic and administrative questions. We present a new approach that examines
various chunking approaches to the Retrieval-Augmented Generation process. Although RAG is
typically used with standard chunking methods, this paper presents row-based chunking, tailored
to structured question-answer datasets, in order to enhance context retrieval for large language
models. To establish its effectiveness, we conducted a human evaluation to compare the outputs
it generated with those generated using standard and row-based chunking. The individuals who
tested our system were both students and educators at the university. We concluded that row-
based chunking gives more coherent and relevant contextual data than standard ways of chunking
when applied to structured data sets. This work highlights the potential of using chunking methods
to improve RAG-based systems for domain-specific applications, paving the way towards more
accurate and context-sensitive Al-based aid in educational settings.

Keywords: Q&A system, Virtual Assistant, ChatBot, RAG, NLP, Chunking strategy, LLM powered Chatbots

*Corresponding author: maksat.maratov@sdu.edu.kz
Email: maksat.maratov@sdu.edu.kz ORCID: 0009-0004-8511-5014
Email: selcuk.cankurt@sdu.edu.kz ORCID: 0000-0003-0581-1913

Received: April 22, 2025. Reviewed: May 30, 2025. Accepted: June 3, 2025. © 2025 Maksat Maratov and Selchuk
Cankurt. All rights reserved.


https://doi.org/10.47344/7we5dg32
mailto:maksat.maratov@sdu.edu.kz
mailto:maksat.maratov@sdu.edu.kz
https://orcid.org/0009-0004-8511-5014
mailto:selcuk.cankurt@sdu.edu.kz
https://orcid.org/0000-0003-0581-1913

61 Journal of Emerging Technologies and Computing (JETC), Vol. 1 No. 1 (2025)

I. Introduction

In businesses and other sizable organizations, efficient question-answering (QA) systems and support services are
essential to manage large amounts of information and user interactions. While most organizations maintain specialized
support centers, the quality and usefulness of such services diminish with an increase in the volume of inquiries.
This issue is particularly acute at universities, where official support centers do address academic and administrative
inquiries but may not be familiar with student-generated topics such as campus events, extracurricular activities,
and student life dynamics. Therefore, students rely on peer-shared knowledge, which is decentralized and difficult to
formalize within traditional support systems.

In recent years, Large Language Models (LLMs) have become deeply integrated into various aspects of daily life
|1], with users increasingly preferring text-generation tools over conventional search engines for information retrieval.
However, LLMs struggle with domain-specific, private, or real-time data, leading to hallucinations and misinformation
in cases where such knowledge is not explicitly encoded in their training corpus |2|. To address this limitation, the
Retrieval-Augmented Generation (RAG) framework was introduced. RAG enhances LLMs by integrating an external
knowledge retrieval mechanism, typically consisting of three key components: indexing, retrieval, and generation |3].

RAG has been widely adopted across large enterprises and knowledge-driven organizations to improve factual
accuracy and provide real-time, dynamic responses from large text corpora. Various RAG implementations exist,
differing primarily in their approaches to indexing, retrieval, and response generation MMed-RAG [4] HiTA |[5]
FinTMMBench [6] and OmniEval |7|. Some systems employ different indexing techniques, such as keyword-based,
dense vector-based, or hybrid search methods, while others vary in their retrieval strategies or choice of language
model (LLM) for generation.

However, most existing RAG methods are optimized for unstructured text, relying on general-purpose chunk-
ing strategies such as RecursiveTextSplitter, fixed-length chunking, and semantic-based chunking. These chunking
approaches divide text into predefined sizes or semantically coherent segments, which may work well for free-form
documents but are poorly suited for structured data such as spreadsheets, relational databases, or question-answer
(Q&A) tables. In structured datasets, preserving the integrity of data relationships is crucial, as conventional chunking
methods risk fragmenting semantically dependent information, leading to retrieval mismatches and inaccurate
responses.

In contrast, this work introduces a structured-data-aware RAG approach that optimally handles tabular data by
treating each row as a single chunk, rather than using arbitrary chunk size constraints. This approach ensures:

e Preservation of data integrity — Each Q&A pair remains intact, avoiding fragmented information retrieval.

o Efficient retrieval and alignments of the embedding — By using whole rows as a chunk the similarity search

operations become more precise.

e Reduction in unnecessary processing overhead — Eliminates the need for reconstructing structured data from

fragmented chunks.

Our approach is particularly beneficial for scenarios involving structured Q&A datasets, where maintaining the
original structure of the data is crucial for accurate retrieval and answer generation from the LLMs.

II. Review of Related Works

It is essential to learn about the history of question-answering systems prior to addressing chunking and information
retrieval strategies. Computer question answering benchmarks were defined at the Text Retrieval Conference (TREC)
in 1999, one of the initial benchmarks for QA as a field. No matter which subject is envisioned, the purpose was
to return short answers to factoid and enumerative questions [8]. In an effort to make the output more precise,
conventional QA systems employ structured information retrieval and categorization |9]. Our study expands on this
by including structured data retrieval for university-based Q&A into a RAG framework.

The utilization of structured knowledge sources to increase answer accuracy has been the main focus of recent
developments in QA systems. Derici and associates. |10] proposed HazirCevap, a closed-domain QA framework that
retrieves answers from reliable educational resources while also utilizing multilingual support through translation.
Unlike open-domain QA systems, HazirCevap specifically caters to students by ensuring accuracy through a curated
knowledge base. However, it relies on document summarization rather than dynamic retrieval-augmented generation

Received: April 22, 2025. Reviewed: May 30, 2025. Accepted: June 3, 2025. © 2025 Maksat Maratov and Selchuk
Cankurt. All rights reserved.



62 Journal of Emerging Technologies and Computing (JETC), Vol. 1 No. 1 (2025)

(RAG), which limits its ability to adapt to diverse and evolving queries. Our work extends this by leveraging RAG
to retrieve and generate answers in real-time, ensuring both accuracy and contextual relevance.

Retrieval-Augmented Generation (RAG) integrates parametric (pre-trained LLM) and non-parametric (retrieved
external data) memory to improve knowledge-intensive tasks [11]|. The retrieval module locates relevant information,
while the generation module conditions on retrieved context to generate more factual responses. Such patterns of
work are observed in most RAG methods. In more detail, there are three main components: indexing, retrieval,
and generation. The retrieval module locates relevant information using dense or sparse search, while the generation
module integrates this context to produce an accurate response.

Despite the effectiveness of RAG in enhancing factual consistency, not all RAG models are well-suited for structured
data retrieval. Many existing implementations are optimized for unstructured text, where chunking strategies such
as RecursiveTextSplitter [12]| or fixed-length segmentation are commonly employed. While these methods work well
for free-form documents, they introduce fragmentation issues when applied to structured datasets like university
Q&A tables. For instance, RAG implementations that rely on naive text chunking may separate a question from
its corresponding answer, leading to retrieval mismatches and incoherent responses. Furthermore, models such as
Hybrid-RAG |[13]| and ActiveRAG |14] attempt to improve retrieval by incorporating iterative refinement, but they
remain inefficient when handling structured data fields due to their reliance on unconstrained semantic search [15].

BM25, a probabilistic information retrieval model, ranks documents based on query terms but may not effectively
handle the nuances of structured data |16|. In contrast, our approach preserves the Q&A pair data by treating each
row as a single retrieval unit, ensuring accurate and contextually consistent responses.

While various RAG implementations focus on enhancing accuracy, retrieval mechanisms, and source attribution,
they do not consider structured Q&A pair data. Traditional RAG frameworks primarily process unstructured
documents, making them unsuitable for applications where preserving data relationships—such as university Q&A
datasets—is critical. Some studies focus on reducing contradictions in retrieved knowledge and self-reflecting on
results, improving reliability like Self RAG [17], ActiveRAG [14], and InstructRAG |[18].

However, these approaches do not address the challenges of structured data retrieval, particularly in handling
Q&A pair formats. While some works focus on structured or semi-structured data, they primarily target entity-
based retrieval, tabular knowledge representation THoRR [19|, or knowledge graphs FastRAG [20|, rather than
optimizing chunking strategies for structured text. Existing methods fail to consider how row-wise chunking can
preserve data integrity in structured datasets, such as university Q&A tables, where each row represents a complete
and independent knowledge unit.

III. Methods

In this study, we address the challenge of structured data retrieval in Retrieval-Augmented Generation (RAG)
systems by leveraging a university-specific Question-Answer (QA) dataset. Unlike traditional RAG models that
process unstructured text, our approach preserves the integrity of structured QA pairs, ensuring accurate and
contextually relevant responses.

A. Dataset

The dataset consists of approximately 20,000 QA pairs collected from university students. It covers a wide range
of university-related topics, including academic inquiries, student life, event details, club activities, and problem-
solving scenarios such as lost ID cards or course registration procedures. Since the dataset is user-generated, it
includes variations in phrasing, with some questions appearing in multiple interpretations or with additional details.
These variations enhance the model’s ability to retrieve contextually appropriate responses.

The dataset includes three languages: Kazakh, Russian, and English. Before training, the data underwent prepro-
cessing, including the removal of stopwords, conversion to lowercase, and other standard NLP cleaning techniques
to ensure consistency. Duplicate entries were filtered, while semantically similar but non-identical questions were
retained to improve retrieval diversity.
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B. Structured Retrieval and Chunking Strategy

Our RAG implementation deviates from traditional chunking methods, such as character-based, recursive, or
semantic splitting. Instead, given the structured nature of our dataset—comprising QA pairs—we treat each row of data
as an independent chunk. This ensures that the full context of each question-answer pair remains intact, preventing
the fragmentation issues commonly observed in unstructured chunking approaches. By maintaining complete QA
pairs as single retrieval units, we preserve the semantic integrity of responses, which positively impacts retrieval
accuracy.

After chunking, we proceed with embedding the data for vector-based retrieval. Since our dataset contains content
in three languages (Kazakh, Russian, and English), we employ a multilingual embedding model, intfloat/multilingual-
eb-large, which is widely adopted for cross-lingual tasks due to its strong performance across a broad range of
languages. This model was chosen for its balance between quality and efficiency, and because it has demonstrated
robust multilingual retrieval capabilities in both academic benchmarks and practical applications. Although we did
not conduct an independent embedding evaluation, we employ it because it is widely adopted for cross-lingual tasks
and performs strongly across languages.

For indexing, we utilize VectorStorelndex, a widely used vector database approach that allows efficient similarity-
based retrieval. Each QA pair is stored as an embedding, enabling rapid lookup of semantically similar chunks during
the retrieval process.

During retrieval, an input question is first embedded using the same multilingual embedding model. The system
then computes the cosine similarity between the query embedding and all indexed QA pair embeddings, selecting
the top-K most relevant results. These retrieved QA pairs serve as context for the final answer generation, ensuring
that the response is based on the most semantically similar knowledge available.

1) Response Generation: For the response generation phase, we integrate OpenAl’s GPT-40 as the language
model. To ensure the model behaves as a university virtual assistant, we apply prompt engineering techniques. The
prompt includes:

e Zero-shot learning strategies to help the model generalize across diverse university-related queries.

e Background information about the university to provide institution-specific responses.

e Rules and regulations for handling specific student-related scenarios (e.g., lost ID cards, course registration

issues).

This carefully designed prompt ensures consistency in the responses and is used uniformly across all evaluated
methods to maintain fairness in comparisons.

The primary motivation behind our chunking strategy is to preserve the full context of each QA pair, avoiding the
fragmentation issues introduced by traditional chunking methods. Standard approaches such as RecursiveTextSplitter
segment documents based on arbitrary character or semantic boundaries, often leading to incomplete or disjointed
retrieval results. In contrast, our row-wise chunking ensures that each QA pair remains intact, providing a more
semantically meaningful retrieval unit.

Moreover, while semantic chunking techniques attempt to create contextually coherent splits, they often struggle
with multilingual datasets due to limitations in cross-lingual sentence embedding models. This challenge can lead
to poor retrieval performance when queries and indexed documents exist in different languages. In our study, we
will empirically compare the top-K retrieval performance metrics between our structured chunking method and
conventional approaches. Specifically, the top-K value will be set to 20. This will allow us to evaluate and demonstrate
the effectiveness of our method in enhancing retrieval accuracy and performance, particularly in the context of
university Q&A datasets.

C. Comparison with Traditional Chunking

To establish a meaningful comparison, we evaluate our structured row-based chunking method against the
conventional traditional chunking approach, which segments text into fixed-sized chunks or employs semantic split-
ting strategies. Traditional chunking methods, while widely used, often introduce inconsistencies by fragmenting
contextually related information, potentially leading to loss of coherence in retrieval tasks.

Since our dataset is inherently structured in a row-based format, a direct comparison requires adapting the
traditional chunking method to a relevant representation. For this, we approximate an unstructured document
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format through the conversion of the dataset to a continuous text-based QA format, approximating how data would
typically be retained in unstructured documents. This step takes care that both chunking methodologies are evaluated
on the same premises.

By presenting the dataset in this form, we are able to test how well the traditional methodology recovers useful
responses and preserves contextual coherence compared to our row-based method. By doing so, we are highlighting the
limitations of applying the traditional chunking method to structured data and comparing them with the advantages
of a retrieval-nominated chunking method.

IV. Results and Discussion

To evaluate the performance of proposed chunking method against the traditional approach of RAG, a small-
scale study was conducted involving 10 participants, comprising both students and teachers at SDU Univeristy.
Participants were asked a series of questions related to university life, operations, and logistics, in three languages:
English, Kazakh, and Russian. The primary goal was to test whether our chunking strategy—where each chunk is
a full Question-Answer (QA) pair—leads to more relevant and precise information retrieval compared to traditional
chunking, which segments the text arbitrarily or by fixed-length windows.

A total of 6 multilingual questions were used as test inputs:

1) What is EPT?

) Horepsin ID kapry. Yo mue nenars?

wW N

) CIY yuusepcureringe Kok Typarbl 6ap ma? Erep 6ap 6osica, cTyaeHTTED KOIIKTEPiH KOst auagbl Ma?

'

) ©Osimuiy arbUIIIBIH AeHrefiMal Kauailt kepceM Gosazbl?

ot

) Yro ecsm y MeHsl ecTh IlepecedeHusi B pacnucanuu dpaiiHanon?
6) Give me step-by-step instructions of how to get the book from the SDU library.

The results presented below highlight only the cases where there was a noticeable difference between the two
retrieval methods. In some cases, such as locating specific teacher offices or retrieving department-specific information,
both methods failed to retrieve a relevant answer, which indicates a lack of data coverage rather than method
inadequacy.

A. Traditional Methodology

User Request 1: What is EPT? [label=chunkl]| Q: What is an EPT in SDU? A: English Proficiency Test: SDU offers
an English Proficiency Test (EPT) to assess students’ ... [56 words]

Q: SDU-ga EPT nerenimis ue? 7 words]

Q: Yro Takoe onmumnuaga SPT? [7 words|

They also give grades for the task that were loaded. Q: What benefits and opportunities does SPT (Profile Testing
System) provide for school and college graduates? A: SPT — is a test that is conducted in the specialized subjects
of UNT for high school and college students... [90 words|

nursing homes, orphanages 3)marvel - Organizer 4)handmade - Craft Direction 5)cooking-cooking a variety of
meals together Q: What kind of race is SPT? A: SPT is a competition for 11th grade Students... [135 words|
User Request 2: ITorepsit ID kapry. UYro mue memars?

Q: Yro menars ecau 3a6bu1 ID kapTy? [9 words|

Q: Econ a1 326611 toMa cBoro ID kapTy, To Kak Mory BoilTu B yHusep? [16 words|

Q: B kxakux Mecrax s Mory ucnosb3osarh ID-kapry? [9 words|

Q: Yo Gyzer, ecam cTyaeHT norepsu cBoo Kapry 1D? Byzaer mm gomyck na sk3amenst? [16 words]

Q: Ecau BbI norepsizin ID-Kkapry, Bbl MOXKeTe NOWTH B IEHTD OOCIIy»KUBAaHUsI CTYAEHTOB, 9TOOBI CO31aTh ee... [132
words]|
User Request 3: Cny ynuBepcureringe keuik Typarsl 6apma? Erep 6ap 60Jica cTyieHTTEp KOIIKTEPiH KOst ajaapima?

Q: CampiabinTse! 911 6inmece, CILY-na kencesepai kanaii rabyra 6onanpi? A: Erep crynent kabunerTi Taba aamaca,
ou [17 words]

Q: CrynenTrep yiiH Kesik KaHzail Hyckanap 6ap? [9 words|

Q: Ara-anam MaraH KeJiK caTell ajnjgbl. MeH yHuUBepcuTeTTiH TyparbiHa Kost asaMmblH 6a? A: SDU aymarbiamars
aBTOTYpakK KpI3MeTKep/iep MeH KOHaKTapra apHaJjraf... [31 words|
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Q: Ileryre 60o1a Ma? A: YHUBEPCUTET YHUBEPCUTET &y MAFbIH/Ia TEMEKI IIEryre HeMece 3JIEKTPOH,IbI KYPbLIFBLIAD, B
[12 words|
Q: Pumaparsiaga ve opranackan? A: SDU Life rumaparseiaga crygentrepre [6 words|

B. Row-Based Chunking Method

In contrast, the row-based chunking method significantly enhances retrieval by preserving complete question-
answer pairs:

User Request 1: What is EPT?

[label=chunk1] SDU offers an English Proficiency Test (EPT) to assess students’ English language skills. The test
is typically required for admission to English-medium programs or for students seeking exemptions from English
language courses. It evaluates ... the test if needed. Additionally, SDU may offer English language clubs or resources
to help students improve their language skills and prepare for the EPT. [76 words]| ¢

What is an English proficiency test? It’s an exam to take for an exchange program. [9 words]

SPT is a competition for 11th grade students. Through the competition, you can win an internal grant. Even on
the day you don’t win, you will be given a discount on paid education. At first, the competition will be based on
math literacy, and then you will pass it according to your professional subject. [44 words|

When students apply to the university, they need to take an English test to see how well they know the language.
There are two parts to the test: 1) Grammar test: consists of 50 questions; 2) A speaking part ... If a student’s
English level is below that, they’ll have to pay for courses to improve it. Currently, each level costs 102,000 KZT.
[91 words|

Typically, 1 ECTS is equal to 25-30 hours. This is an indicator of the value of the course. [20 words]|
User Request 2: TTorepsin ID kapty. Uro MHe menars?

Yro menars ecnm 3a6bw1 ID kapry? [9 words|

CHavaja Hy?KHO OINOBECTHTDH 3/Baii3epa U CAeIaTh 3alpoc Ha BoccTanosyienue 1D kapror. [16 words|

CryznenTaM HEOGXOAUMO IIOCETUTH CEPBUCHBIN 1eHTp. [7 words|

Bawm cienyer obparuThbes daBaiizepy, depe3 HEKOTOPOE BpeMsi BaM BbLIAJLYT HOBy0. |15 words|

ID-kapra, nenrp obciykuBanus crygento, QR-kox, 2000 renre. [8 words|
User Request 3: Cny yHuBepcureTiHzie Kok Typarbl 6apma? Erep 6ap 60Jica cTyIeHTTEp KOIIKTEPIH KOsl ajaapima?

VYHuBepcuTeTTe KOJIK Typarbl 6ap, yHUBEPCUTETTIH ayJIachlHIa OpHAJIACKaH. OKiHilIKe opail CTyAeHTTED KOJIIKTEPIH
KOs anMaiinbl. ToIbKO mpenogaBaTessiM pa3penaercs NapKoBaTh cBou aBromobmin. [33 words|

Uo, SDU yuuBepcuTeTinin aysiachlHIa KOJIK Typarbl 6ap. Bipak Ta crymeHTTep 01 KOJiK TyparblH KOJJaHa
anmaiiapl. Typak myrasimiepre apHasaras. [22 words|

SDU aymarblHIarsl aBTOTYPAK, KbI3METKEPJIEP MEH KOHAaKTapra apHasaraH. CTyIeHTTep oraH KOJIKTEPIH KaJIbIpa
anmaiiger. [18 words|

Oxinimke opail, erep ci3 yHEBepCHTET KbI3METKEP] 60IMacaHbI3, YHUBEPCUTET ayMaKTapbIHa KOJIK KOs aJIMafChI3.
Bipak ci3 keJirigizai yHMBepCUTETTIH KaHBIHA apHANHbBI TyPaK OPBIHIAPBIHA KOsl aJachl3. [27 words|

Wb, 6usbLn rerin. [5 words|

As shown above, the row-based chunking method proves to be more effective in retrieving relevant information
aligned with user queries. By maintaining the integrity of each question-answer pair, it allows the retriever to surface
more meaningful and contextually complete results.

C. Generation

The next step in the pipeline is generation, where the impact of the input format becomes even more evident.
Below, we compare the responses generated by the language model using the two different retrieval inputs: Traditional
Chunking [T] and Row-Based Chunking [R].

Question 1

Q: What is EPT? Response [T]: EPT is the English Proficiency Test offered to assess students’ English language
skills. It is typically required for admission to English-medium programs or for students seeking exemptions from
English language courses. The test evaluates proficiency in listening, reading, writing, and speaking. Response [R]:
The English Proficiency Test (EPT) at SDU is designed to assess students’ English language skills. It is typically
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required for admission to English-medium programs or for students seeking exemptions from English language courses.
The test evaluates proficiency in listening, reading, writing, and speaking. Students can register for the test through
the university’s website or designated testing centers. The format may include multiple-choice questions, writing
essays, and oral interviews. Results are usually available within a specified timeframe, and students may have the
opportunity to retake the test if needed. Additionally, SDU may offer English language clubs or resources to help
students improve their language skills and prepare for the EPT. The test consists of two parts: a grammar test
with 50 questions and a speaking part where an examiner asks questions on random topics to evaluate the student’s
English level. After the test, students receive a certificate indicating their English level. Most study programs require
at least a B1 level. If a student’s English level is below that, they will need to pay for courses to improve it, with
each level costing 102,000 KZT.

Question 2

Q: ITorepsan ID kapry. Yo mue nenars? Response [T]: Ecau ol norepsiin ID kapry, BaM ciefyer o6paTuThCs
B llenTp 0GC/IyKHMBaHUS CTYAEHTOB, YTOOBI 3alIPOCUTH U3TOTOBJIEHHE HOBOH KapTbl. DTo Oymer crourh 2000 Tenre,
U TIPOLECC MOXKET 3aHsATH HEKOTOPOe BPeMsi, TaK KaK KapThl M3rOTaBiIMBaIOTCs naprusMu. Response [R|: Ecin
BbI norepsin ID kapry B SDU, Beimosinute cienyromue marn: 1. Ceskurech ¢ korcynapranToM (Advising Desk) u
coobrure 0 norepe Kaprhl. 2. Omiarure mrpad 3a yTepro KapThl, KOTopblii coctasisier 2000 Tenre. Omiary MOXKHO
npoussectu Tepe3 Kaspi QR uau Halyk Bank. 3. Samonnure dpopmy uepes QR-koz. 4. Korma kapra Oymer rorosa,
BaM coo0IaT o6 9TOM 1O 3JIEKTPOHHOI mouTte. 5. Takke Bbl MoxkeTe 0b6paruThes B CTymeHYecKuil CEPBUCHBIN IEHTD
(Student Service Center) qyisi nosxyueHnst HOBOi KapThl. YYTUTE, UTO KAPThl U3IOTABIMBAIOTCS IAPTUIMHU, U IPOLECC
MOXKET 3aHATH JI0 ABYX HEJIENb.

Question 3: Cny yHuBepcHUTETIHIE KOJIK Typarbl 6apma’

Q: Cny yuusepcuretinge Kok Typarsl 6apma? Erep 6ap 6osica crymenTTep KoJikTepin Kos anansiMa?  Response
[T]: CAY aymarbHmarsr aBTOTYpaK, KbI3METKEPJIEP MEH KOHAKTAPFa apHAJFAH, COH/IBIKTAH CTYJICHTTED KOJIIKTEPIiH 0J1
»Kepre Kod anMaiapl. Anaiina, CIIY aymarbina >KakblH »KePJIe KOIITEreH TeriH Typak opbiHaapbl 6ap. Response [R]:
WMo, SDU ynusepcuTeTinze KoJiiK Typarbl 6ap, 0J YHUBEPCUTETTIH ayIachblHa OpHAJacKaH. Ajaiiia, eKiHilKe opaii,
cTyaeHTTepre Oyl KOJliK TYyparblH KOJITaHyFa PYKCAT KOK. Typak TeK MyFaJiMAep MEH KbI3METKEPJIEPre apHAJIFaH.
CrymeHTTep KOJIKTEpIiH YHUBEPCUTETTIH *KaHBIHIA apHaWbl Typak OpbIHIAapbIHA KOs ajajbl. BypblH cTymeHTTEpre
SDU iminne Typak Kolora pyKcaT eTiireH, 6ipak OpBIH TalIIbLILIFLIHA OAafIaHBICTHI yaKbITIIA THIABIM CAJIBIHbL.
2Kakpiaga »xaHa OJIOK allbUIFaH1a, TYPaK KOJDKETIMII 60JIybl MYMKIH.

Question 4: ©3iMHIH arbUIIIBIH AeHrediMal Kajiail kepcem 6osaabl?

Q: Ozimuiy arbuUIIBIH JeHreiiMal Kaaii kepcem Gomaabi?  Response [T]: ©3inizain arsunnsia gexreifinisai kepy
yuria oldmy.sdu.edu.kz napakinaceina Kipin, Herisri 6erreri Herisri aknapar GesliMiHEH aFbUINIBIH JeHrell TypaJibl
akmaparThl Taba anacel3. Ci3ziH aFbUIIBIH JeHreliini3 cou Gerre Kopcerysi Gomanel. Response [R|: ©3 arbuimba
neHreiinizai kepy yuris oldmy.sdu.edu.kz napakmaceiza Kipim, Herisri 6eTke Ty apKbLJIbl HETi3ri aKapaTThiH illiHeH
aFBUIMIBIH JEeHTell Typasbl akIaparTel Kepe anachd. Ci3nin arbUImIbH AeHreiini3 cosr 6eTTe KOpCeTyii.

Question 5: Yro eciiu y MeHs eCcTb nepecevenusl B pacnucanuu daitnanos?

Q: Yro ecam y MeHs ecThb nepecedenusi B pacuucanun daiinasos? Response [T]|: Bam cieayer obparurbes K
BallleMy 3IBai3epy, KOTOPBI MOXKET IIEPEHECTH OIUH U3 SK3aMEHOB Ha JPYTOil JIeHb, YTOOBI YCTPAHUTH KOHMIUKT
B pacnmucannn. Response [R|: Ecam y Bac ecTh nepecevenust B pacnucanun (baiiHaIOB, BaM CJI€yeT IPEIINPUHATh
caenyrorniue maru: 1. Obparurech K BaleMy 3aBaizepy, 9Tobbl 06cyauTh npobsemy. 2. Bmecre ¢ saBaiizepoM rocerure
JIeKAHAT W HAIWIINTE 3asBJICHUE O MEPECEUYCHUH BPEMEHM dK3aMeHOB. 3. JlekaHmaT pacCMOTpUT Balme 3adBJICHUE U
0OCYIUT BOZMOXKHOCTb M3MEHEHUsI BDEMEHH OJIHOIO U3 9K3aMeHOB. 4. Eciu cTyneHToB ¢ Takoil mpobJieMoil HEMHOTO,
JJI BAC MOT'YT BBIJEJIUTD OTEJIbHOE BPEMs JJIsl CAAYH 9K3aMeHa C yIaCTHeM YUHUTEJs U IPOKTOPOB. 5. B HekoTopbIx
CIIyYasix MOXKET I0TPebOBaTHCs 3AIOJIHEHUE CIENUAIbHON (DOPMBI U IPEJOCTABIEHUE [TOKA3ATE/LCTB [I€PECETCHHS
BpeMeHH 3K3aMeHOB. 6. Takrke moxkuo obparurbcss B MDE nentp B yHuBepcuTeTe 11 Ha3HAYEHHS APYLOrO JIHS
CHadu 9K3aMeHa WA CHAYU C APYro#l IPYIIIOH, HO 9TO HY»KHO CHEJaTh 3apaHee.

Question 6: Give me step by step instructions of how to get the book from the SDU library.

Q: Give me step by step instructions of how to get the book from the SDU library. Response [T]: To get a book
from the SDU library, follow these steps: 1. Visit the SDU library website. 2. Use the search function to find the book
you want by entering the book’s name and author. 3. Check the availability status of the book. If it’s available, note
the location details such as the floor and key letters. 4. Go to the library with your ID card. 5. Locate the book using
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the information you noted. 6. Use your ID card to check out the book at the library’s checkout desk. Response
[R]: To get a book from the SDU library, follow these step-by-step instructions: 1. Visit the SDU Library: Go to the
SDU library, which is a 3-story building located on the university campus. 2. Find the Book: You can either search
for the book online on the SDU library website or physically browse the library shelves. If searching online, enter
the book’s name and author in the search bar to check its availability and location within the library. 3. Locate the
Book: If the book is available, note the floor and section where it is located. Use the key letters provided to find the
exact shelf. 4. Borrow the Book: Once you have the book, go to the librarian or a consultant at the library. Present
your student ID card to the librarian. This is necessary to borrow the book. 5. Discuss the Borrowing Period: Talk
to the librarian or consultant about how long you wish to borrow the book. Typically, books can be borrowed for a
period of 3 weeks. 6. Take the Book Home: After the librarian processes your request, you can take the book home.
Remember, you can borrow up to five books at a time. 7. Return the Book: Ensure you return the book by the due
date to avoid fines. If you lose the book, you will need to pay a fine or replace it.

D. Evaluation

Apart from retrieval and generation measures, a human test was conducted to study the quality and usability of
the assistant’s responses. This test focused on the way users felt about the accuracy, relevance, and usefulness of the
answers they received.

1) Participants: The evaluation involved approximately 50 participants, comprising both students and staff
members from various departments within the university. It is important to note that this survey is distinct from
an earlier preliminary survey, which involved 10 participants. The initial survey was conducted to collect user-asked
questions and evaluate the quality of LLM-provided answers based on a chunking strategy approach. In contrast, the
current survey focuses on a comparative evaluation of two different approaches—traditional chunking and row-based
chunking—using a structured set of evaluation criteria.

2) Manual Evaluation: A manual evaluation was performed to assess the virtual assistant’s capabilities.

TABLE I
Structured Evaluation Approach for AI-Generated Responses

No. | Evaluation Question Grading Method
1 Did the prediction contain any hallucinations? Binary response: Yes or No
2 Assess the relevance of the response to the question. Rating scale: 1 to 5
3 Evaluate the content size and structure of the response. Rating scale: 1 to 5
4 Did you identify any logical inconsistencies in the response? | Binary response: Yes or No
5 What is your overall evaluation of the responses? Rating scale: 1 to 5

Table presents a structured approach to the quality assessment of Al responses. It contains both binary (Yes/No)
tests and scaled ratings (1 to 5) to ensure a complete analysis.

e Binary questions help identify significant issues such as hallucinations (false or misleading information) and

fallacies.

e Rating questions allow for a finer-grained assessment of aspects like relevance, content structure, and overall

quality.
These evaluation criteria can be used to score a single answer or to compare several answers from an Al system.
When comparing, the more accurate, coherent, and complete answer is scored higher. This systematic process makes
Al-generated answers factually correct, logically sound, and well-organized, thus making them credible and useful
sources of information for users.

Both virtual assistants’ (R and T) performance on five criteria in evaluation is plotted above. The results were
divided into two parts depending on their evaluation method: Binary and Scaled evaluations. The Row-Based
Chunking RAG (R) does better than the Traditional Chunking RAG (T) on the most important ones.

Figure [I] presents the binary evaluation results.
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o Avoidance of hallucination (Q1): R performed better due to improved chunking, which positively impacted the
generation phase.

o Logical consistency (Q4): Both approaches maintained strong logical consistency in their responses.

Binary Evaluation
1.0

" R (Row-Based) 0.94
[ T (Traditional)

0.90

0.8

0.6

0.4 1

Proportion (0 to 1)

0.2 -

0.0 -

Fig. 1. Binary evaluation results for virtual assistants R and T across two criteria: hallucination avoidance (Q1)
and logical consistency (Q4).

Also the Figure [2 shows the scaled evaluation results.

e Response relevance (Q2): R had a higher relevance score.

o Content size and structure (Q3): R was rated more positively than T.

o Overall evaluation (Q5): R scored higher than T, indicating better overall quality of response.
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Scaled Evaluation
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T (Traditional)
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Rating (1 to 5)

Fig. 2. Scaled evaluation results for virtual assistants R and T across three criteria: response relevance (Q2), content
size and structure (Q3), and overall evaluation (Q5).

The no-response rates for each assistant are visualized in Figure @

e R had a 9.1% no-response rate.
e T had a 14.3% no-response rate.

This data indicates that R provided responses more frequently than T when evaluated across multiple queries.

E. Evaluation Metrics

We applied our row-based chunking method to a collection of 50 queries collected in a user study. As was mentioned
before, every one of the 50 volunteers asked 3 different questions but we took 1 from each and which was tackled by
two distinct RAG systems: one with traditional chunking and the other with our row-based chunking method. For
each question, we retrieved top-k chunks from both the systems and manually judged their relevance to the question
context.

Based on this human-judgment, Precision@k, Recall@k, and F1@k values were computed and compared with
returned chunks versus information needed to answer each query. On k=10, our row-based model achieved Precision
of 0.58, Recall of 0.67, and F1 score of 0.62, which was considerably higher than the baseline paragraph-based
scheme (Precision@10 = 0.41, Recall@10 = 0.44, F1@Q10 = 0.42). The outcomes indicate that chunk alignment
with semantically similar rows within structured data leads to more accurate and comprehensive retrieval, which
ultimately improves answer quality in RAG systems.

F. Discussion

These results reinforce the central significance of chunking strategies to retrieval performance, elucidating why
distinct methods yield varied outcomes. Standard chunking practices have a propensity to cause incoherences by
disunifying contextually coherent information, whereas Row-Based Chunking RAG preserves total context units.
This is specifically beneficial for structured information, such as FAQs, where coherence should be preserved so that
correct retrieval can be supported.
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No Response Rate for Each Virtual Assistant
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Fig. 3. No-response rates for virtual assistants R and T.

One key thing to note is that if Row-Based Chunking RAG retrieval fails, Traditional Chunking RAG will also
fail. But not vice versa—Row-Based Chunking RAG can pass when Traditional Chunking RAG fails. This is due
to the fact that traditional chunking techniques sometimes dismember logically related information, and retrieval
models struggle more to generate effective responses from them. Such findings suggest that for structured datasets,
Row-Based Chunking RAG provides a more solid and context-aware solution.

The evaluation also indicates that Row-Based Chunking RAG always produces more structured and richer answers
than Traditional Chunking RAG. This is because of the following reasons:

o Preservation of context: Row-Based Chunking RAG retains full rows as single chunks, ensuring more cohesive

retrieval.

e Reduced fragmentation: Traditional Chunking RAG sometimes splits related information into multiple smaller

chunks, leading to a loss of coherence in responses.

The no-response rate difference reinforces these findings. While both methods fail in some cases, Row-Based
Chunking RAG consistently outperforms Traditional Chunking RAG in retrieving relevant content. This suggests
that inefficient chunking in Traditional Chunking RAG contributes to response failures, whereas Row-Based Chunking
RAG’s structured approach improves retrieval even in challenging cases.

G. Implications

The findings we obtained can be implemented in such structured data QA systems. For RAG systems, choosing
an effective chunking strategy is crucial to enhance the response relevance. It can be applied in domains where
structured knowledge is key—such as academic assistants, customer support bots, or legal document retrieval—Row-
Based Chunking RAG could enhance accuracy and reduce hallucinations.

H. Limitations and Future Considerations

The advantages of our Row-Based Chunking RAG are most noticeable in structured datasets, even if it increases
retrieval effectiveness. It’s still unclear how well it performs in texts that are more narrative or unstructured.
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Furthermore, even though Row-Based Chunking RAG performs better than Traditional Chunking RAG in our
evaluation, more study is required to determine whether it can scale to bigger and more varied datasets. Hybrid
techniques that dynamically modify chunking algorithms according to query context should also be investigated in
future work.

In the end, our findings emphasize how crucial careful data architecture is for retrieval-based Al systems, confirming
that the quality of generated responses can be greatly impacted by the way information is chunked.

V. Conclusion and Future Work

This paper investigated the impact of chunking methods on retrieval performance on an academic Q&A dataset.
Our results show that Row-Based Chunking significantly improves response completeness and coherence over tradi-
tional chunking methods. Through retaining the full context units, this approach reduces inconsistency and improves
retrieval accuracy, particularly for structured data such as FAQs.

In addition, the study highlights the point that traditional chunking often leads to disconnected responses due
to random text splitting. In contrast, Row-Based Chunking is logically consistent, which allows for more effective
retrieval of semantic information. The aspect that it possesses a lower no-response rate also bears witness to its
application in structured data retrieval.

However, despite these developments, some of the limitations still remain, including the scope of our evaluation and
the challenge of handling unstructured or multilingual data. Future research can explore hybrid chunking methods
that adapt dynamically to different types of data and retrieval needs. The integration of user feedback and real-world
testing will also help in advancing the practical applicability of structured chunking RAG systems.

Our findings enhance knowledge on chunking techniques in information searching, offering a yet more systematic
and effective approach to be applied in university virtual assistants and further beyond.
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